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Commentary

Jacopo Buongiorno
Associate Professor of Nuclear Science and Engineering
Massachusetts Institute of Technology

David C. Venerus
Professor of Chemical Engineering
Illinois Institute of Technology

Dear Editor of ASME Journal of Heat Transfer,

Since late 2007 we have been leading the International Nano-
fluid Property Benchmark Exercise, or INPBE, an initiative aimed
at eliminating the many inconsistencies in the thermal conductiv-
ity database of colloidal suspensions of nanoparticles, also known
as “nanofluids.” INPBE was supported by a grant from the Na-
tional Science Foundation, and involved 34 organizations from the
US, Belgium, China, France, Germany, India, Italy, Japan, Poland,
Puerto Rico, Singapore, South Korea, Switzerland and the UK
that participated in the exercise. A complete description of the
exercise and its results has been published in an article that re-
cently appeared in the Journal of Applied Physics �106, 094312,
2009�. Viscosity data on the same series of samples collected by
10 INPBE participants will be published in Applied Rheology.
However, given the general interest in nanofluids and the contro-
versy surrounding their thermal conductivity, we believe the fol-
lowing brief summary may be of interest to the readership of
ASME Journal of Heat Transfer, and aid the preparation of future
research studies.

The thermal conductivity of four sets of identical samples of
colloidally stable nanofluids was measured by the participating
organizations, using a variety of experimental approaches, includ-

ing the transient hot wire method, steady-state methods and opti-
cal methods, following identical protocols. The nanofluids tested
in the exercise were comprised of aqueous and non-aqueous base-
fluids, metal and metal oxide particles, near-spherical and elon-
gated particles, at low and high particle concentrations, as re-
ported in Table 1.

The data analysis revealed that the data from most organiza-
tions lied within a relatively narrow band about the ensemble
average, with only few outliers. Specifically, for all water-based
samples tested, the data from most organizations deviated from
the sample average by �5% or less. For all PAO-based samples
tested, the data from most organizations deviated from the sample
average by �10% or less.

The thermal conductivity enhancement afforded by the tested
nanofluids increased with increasing particle loading, particle as-
pect ratio and decreasing basefluid thermal conductivity, as ex-
pected from Maxwells effective medium theory �A Treatise on
Electricity and Magnetism, Clarendon, Oxford, 1881� and its gen-
eralization by Nan et al. �J. Appl. Phys. 81�10�, 15 May 1997�.
Also, Nan et al.’s theory was found to accurately reproduce the
INPBE experimental data �see Fig. 1�, thus suggesting that no
anomalous enhancement of thermal conductivity was observed in
the nanofluids tested in INPBE. As such, resorting to the other
theories proposed in the literature �e.g., Brownian motion, liquid
layering, aggregation� was not necessary for the interpretation of
the INPBE database. It should be noted, however, that the ranges
of parameters explored in INPBE, while broad, are not exhaustive.
For example, only one nanofluid with metallic nanoparticles was
tested, and only at very low concentration.

Some systematic differences in thermal conductivity measure-
ments were seen for different measurement techniques. However,
as long as the same measurement technique at the same tempera-
ture conditions was used to measure the thermal conductivity of
the basefluid, the thermal conductivity enhancement was consis-
tent between measurement techniques.

Table 1 INPBE nanofluid samples and summary of thermal conductivity data

Sample No. Sample desriptiona,b
Measured thermal
conductivityc �W/m K�

Measured thermal
conductivity ratioc k /kf

Set 1

Sample 1 Alumina nanorods �80�10 nm�,
1% vol. in water

0.627�0.013 1.036�0.004

Sample 2 De-ionized water 0.609�0.003 n/ad

Sample 3 Alumina nanoparticles �10 nm�,
1% vol. in PAO � surfactant

0.162�0.004 1.039�0.003

Sample 4 Alumina nanoparticles �10 nm�,
3% vol. in PAO � surfactant

0.174�0.005 1.121�0.004

Sample 5 Alumina nanorods �80�10 nm�,
1% vol. in PAO � surfactant

0.164�0.005 1.051�0.003

Sample 6 Alumina nanorods �80�10 nm�,
3% vol. in PAO � surfactant

0.182�0.006 1.176�0.005

Sample 7 PAO � surfactant 0.156�0.005 n/a

Set 2
Sample 1 Gold nanoparticles �10 nm�,

0.001% vol. in water � stabilizer
0.613�0.005 1.007�0.003

Sample 2 Water � stabilizer 0.604�0.003 n/a

Set 3
Sample 1 Silica nanoparticles �22 nm�,

31% vol. in water � stabilizer
0.729�0.007 1.204�0.010

Sample 2 De-ionized water 0.604�0.002 n/a

Set 4
Sample 1 Mn-Zn ferrite nanoparticles �7 nm�,

0.17% vol. in water � stabilizer
0.459�0.005 1.003�0.008

Sample 2 Water � stabilizer 0.455�0.005 n/a

aNominal values for nanoparticle concentration and size.
bPAO�polyalphaolefins lubricant.

cSample average and standard error of the mean.
dNot applicable.
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Fig. 1 Percentage of all INPBE experimental data that are predicted by Nan et al.’s theory within the
error indicated on the x axis. EMT: Effective Medium Theory. Upper bound: zero interfacial thermal
resistance. Lower bound: interfacial resistance equal to 10−8 m2K/W.
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Journal of
Heat Transfer Heat Transfer

Photogallery

The Fourteenth Heat Transfer Photogallery was sponsored by the K-22 Heat Transfer Visualization Committee for the 2009 Inter-
national Mechanical Engineering Congress and Exhibition �IMECE� held in Lake Buena Vista, Florida, on November 13–19, 2009. The
peer-reviewed evaluation for the seven presented entries identified the four entries for publication in the ASME Journal of Heat
Transfer August issue of 2010.

The purpose of publishing these entries is to draw attention to the innovative features of optical diagnostic techniques and aesthetic
qualities of thermal processes. To focus on visualization images and schematics, the text is kept to a minimum and further details should
be found directly from the authors. My wish is that the journal readers enjoy viewing these collections, acquire knowledge of the
state-of-the-art features, and also promote their participation in the 2010-IMECE Photogallery to be held in Vancouver, Canada on
November 12–18 �http://www.asmeconferences.org/Congress10�.

The Call for Photogallery for 2010-IMECE is also announced in this issue of Journal of Heat Transfer.

Kenneth D. Kihm
Department of Mechanical, Aerospace,

and Biomedical Engineering,
University of Tennessee,

Knoxville, TN 37996-2210

Journal of Heat Transfer AUGUST 2010, Vol. 132 / 080901-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of Heat Transfer AUGUST 2010, Vol. 132 / 080902-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of Heat Transfer AUGUST 2010, Vol. 132 / 080903-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of Heat Transfer AUGUST 2010, Vol. 132 / 080904-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of Heat Transfer AUGUST 2010, Vol. 132 / 080905-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Hosein Molavi
Researcher

Department of Mechanical Engineering,
Tarbiat Modares University,

Tehran 14115-143, Iran
e-mail: hn.molavi@gmail.com

Ramin K. Rahmani
Affiliate Research Scholar

Department of Mechanical,
Industrial and Manufacturing Engineering,

University of Toledo,
Toledo, OH 43606

e-mail: rkhrahmani@yahoo.com

Alireza Pourshaghaghy
Assistant Professor

Department of Industrial and Mechanical
Engineering,

Islamic Azad University of Qazvin,
Qazvin 34197, Iran

Ebrahim Sharifi Tashnizi
Assistant Professor

Department of Industrial and Mechanical
Engineering,

Tafresh University,
Tafresh 39518-79611, Iran

Ali Hakkaki-Fard
Graduate Student

Department of Mechanical Engineering,
McGill University,

Montreal, QC, H3A2T5, Canada

Heat Flux Estimation in a
Nonlinear Inverse Heat
Conduction Problem With Moving
Boundary
The estimation of heat flux in the nonlinear heat conduction problem becomes more
challenging when the material at the boundary loses its mass due to phase change,
chemical erosion, oxidation, or mechanical removal. In this paper, a new gradient-type
method with an adjoint problem is employed to predict the unknown time-varying heat
flux at the receding surface in the nonlinear heat conduction problem. Particular features
of this novel approach are discussed and examined. Results obtained by the new method
for several test cases are benchmarked and analyzed using numerical experiments with
simulated exact and noisy measurements. Exceedingly reliable estimation on the heat flux
can be obtained from the knowledge of the transient temperature recordings, even in the
case with measurement errors. In order to evaluate the performance characteristics of the
present inverse scheme, simulations are conducted to analyze the effects of this technique
with regard to the conjugate gradient method with an adjoint problem and variable
metric method with an adjoint problem. The results obtained show that the present in-
verse scheme distinguishably accelerates the convergence rate, which approve the well
capability of the method for this type of heat conduction problems.
�DOI: 10.1115/1.4001305�

Keywords: adjoint problem, estimation of heat flux, gradient-type methods, inverse
problem, moving boundary

1 Introduction
The estimation of boundary conditions at the surface of a heat-

conducting body from measured temperature profiles is typically
called the inverse heat conduction problem �IHCP�. Boundary es-
timation problems have many applications in various branches of
science and engineering when surface temperatures and/or heat
fluxes need to be established in the inaccessible areas of the sur-
face from corresponding measurements at accessible areas. Spe-
cific examples are the determination of extremely high thermal
loads during atmospheric reentry of a space vehicle, measurement
of the heat flux or temperature inside of a combustion chamber,
and determination of the net heat flux at the receding surface of an
ablative material under supersonic plasma air stream using an arc
jet facility. The solution to these inverse problems is not straight-
forward, as the unavoidable noise in the data can produce large or
even unbounded deviations in the results. This is due to the “ill
posed” nature of the IHCP �1�.

The IHCP can be efficiently employed when some governing
parameters of the heat transfer equations, such as thermal conduc-
tivity or heat flux, are not known precisely. Reliability of the
inversion relies on the accuracy of the identified model. Prediction
of the solution for the IHCP can be achieved via minimization of
a sum of the squared error function, which is focused on the
difference between the values of the measured temperatures and

those obtained by an efficient computational method. The un-
known thermal coefficients on the mathematical model �i.e., ther-
mal properties, boundary or initial conditions� that lead to an ac-
ceptable value for the aforementioned error function �e.g., based
on the iterative regularization method� are the solution of the
IHCP. In addition to textbooks �1,2� available in the literature,
numerous recent researches discussed the estimation of boundary
conditions in the IHCP �3–18�. Most of the previous work was
restricted to problems with constant thermophysical properties.
However, the material properties are temperature-dependent for
most realistic engineering problems. As a result, the heat conduc-
tion problem will become nonlinear. The estimation of the un-
known boundary conditions for the nonlinear IHCP is more com-
plicated than those for the linear IHCP �13–18�. Among the well-
known methods for boundary estimation problems, the gradient
methods have received the most attention. Gradient methods are
typically applied on the entire time domain and use all of the
temperature data simultaneously in estimation of any components
of unknowns. Two important categories of gradient methods are
the conjugate gradient method �CGM� and variable metric method
�VMM�. The first is used widely in the field and has been among
the highly successful IHCP algorithms. A comprehensive discus-
sion on CGM is found in the textbook of Özisik and Orlande �2�.
The second category was recently employed by Kowsary et al.
�10� for the estimation of space and time-varying heat flux. The
solution of the IHCP by gradient-type methods requires the com-
putation of the sensitivity matrix. This can be achieved with or
without the presence of an adjoint problem. In the absence of an
adjoint problem, the computation of sensitivity coefficients be-
comes a very time-consuming process for nonlinear problems �2�.
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Hence, considerable attention is devoted to use an adjoint equa-
tion approach coupled with these methods in order to reduce the
computational time. Although the conjugate gradient method with
adjoint problem �CGMAP� has been investigated by many re-
searchers, the variable metric method with adjoint problem �VM-
MAP� has never been examined in the IHCP archival literature, to
the best knowledge of the authors. The primary focus of the
present research, therefore, is the development and verification of
such a technique. Due to the importance of the efficiency in IHCP
algorithms, the search for the powerful and robust techniques is an
ongoing process. The aim of this work is to introduce a novel
approach in gradient-type methods, different from the ones in
CGM and VMM, and evaluate its accuracy and efficiency with
respect to CGMAP and VMMAP.

Heat flux estimation is particularly more of a challenge when
the material at the boundary reaches its phase change temperature.
It is worth mentioning that a few publications available in the
literature considered the effect of moving boundary on the inverse
problems �19–23�. de Oliveira and Orlande �21� applied the CG-
MAP to estimate the sum of convection and radiation heat flux at
the surface of the charring ablator using simultaneously tempera-
ture measurement and the measurement of the position of the
receding surface. They used an approximate technique �i.e., heat
of ablation� for thermal response calculations. In practice, this
technique is very simple in concept and straightforward to imple-
ment; however, it has several limitations. The heat conduction
approximation does not account for material decomposition,
where the density, thermal conductivity, and specific heat are
functions of temperature, and also vary as the material is pyro-
lyzed going from a virgin to a charred composite. It also does not
account for the pyrolysis gas percolating through the material and
the energy absorbed via this process. These methods provide the
systems designer with a “ball-park” answer, more as a starting
point, but are lacking in that the steady state ablation assumption
is usually not valid during the ablation process and will generally
overpredict recession �24�. To overcome this problem, Hakkaki-
Fard and Kowsary �22� employed CGMAP in order to predict the
sum of convection and radiation heat flux at the ablating surface;
however, the effect of gas enthalpy adjacent to the wall on the
boundary conditions was ignored in their work. Ignoring the gas
enthalpy at the wall can cause considerable deviation in predicting
the correct temperature in the computational domain. Both studies
were assumed that the temperature of the ablating surface is fixed.
The selection of an ablation temperature is arbitrary and does not
represent the actual surface temperature or pyrolysis/virgin mate-
rial interface temperature in application. This can result in overly
conservative predictions of thermal protection thicknesses to
maintain structure temperatures at acceptable limits. Accordingly,
if desired accuracy can be obtained for the required input param-
eters, attempting to characterize the actual chemical and mechani-
cal processes occurring in the material and modeling the boundary
layer interactions may enhance the accuracy of in-depth tempera-
ture predictions and provide a means of reducing the thermal pro-
tection system weight contribution �25�. In addition, there are two
main shortcomings in the model developed in aforementioned
studies. First, the thermophysical properties of ablators are as-
sumed to be constant. However, their thermophysical properties
are greatly affected because of the nature of the ablative materials
and their applications �in which they are exposed to a wide tem-
perature range�. Typically, temperature-dependent properties aug-
ment the nonlinearity problem. Hence, for this kind of problems,
estimation of the time-dependent heat flux is essential. Second,
both studies used the fixed and constant grid spacing scheme for
the solution of the governing equations. It is evident that the dif-
ference between the calculated and the measured temperatures
appears as a time-dependent source term at fixed distances, de-
pending on the sensor locations, in the adjoint problem. To ac-
count for this source term in the numerical solution, the fixed and
constant grid spacing scheme is necessary. Employing this scheme

in problems with moving boundary creates a large discontinuity in
adjacent cell sizes at the receding surface, which could have nega-
tive numerical implications on the spatial discretization accuracy
�26�. Thus, the lack of a highly efficient and accurate direct cal-
culation schemes can be best recognized. To avoid the shortcom-
ings noted above, Petrushevsky and Cohen �23� considered non-
linear inverse heat conduction with a moving boundary and used
an entire domain parameter estimation approach with the heat flux
estimation. They recognized the challenging task associated with
the adjoint problem and preferred to sacrifice much time for re-
ceiving better results. However, in order to reduce the computa-
tional time, they provided the prescribed functional form of heat
flux by the Fourier series. They assumed that an adequate analyti-
cal or numerical direct heat transfer model is available. Neverthe-
less, their results suffered from the accuracy associated with the
Fourier series.

In the view of these shortcomings, the objective of the present
study is to fill this gap, carrying out inverse numerical simulations
without considering any prior information for the functional form
of the unknown heat flux. A contracting grid scheme is employed
in the present work, in which the overall number of nodes remains
constant during the numerical simulation, and each node moves at
a fraction of the surface recession rate to preserve the moving
boundary of the studied body. With this method, however, chal-
lenges with the adjoint problem are still remained when internal
sensors are present within the body. To address this difficulty, the
present work focuses on simulated experiments performed in arc-
jet wind tunnels, where temperature measurements are taken on
the surface of a model, and the heat flux is extracted from these
measurements. Thus, the ability to accurately estimate heat fluxes
under these extreme conditions is limited by the type of tempera-
ture measurement techniques and position measurement schemes
implemented. It might be worth mentioning that measurements of
the position of the ablating surface can be performed with differ-
ent experimental techniques, as described in Ref. �27�. Mean-
while, the surface temperature can be measured by using an opti-
cal pyrometer. In addition, a novel method is introduced as an
optimization technique for minimizing the function of the sum of
square errors. To the best knowledge of the authors, this is among
the first technical papers �if not the very first one� that deals with
the estimation of applied heat flux on moving boundary. Issues
related to the computational requirements for a new gradient-type
method are important and investigated in this paper.

2 Direct Problem
The physical problem considered here consists of a one-

dimensional slab of thickness L, initially at the temperature T0�x�.
The surface of the slab at x=L is exposed to a transient heat flux
of q�t�, while the other surface at x=0 is kept insulated. As the
slab is heated, it can chemically erode, oxidize, or change phase at
the exposed surface, depending on the incident heat flux variation
and the material characteristics. Hence, a moving boundary will
appear in the considered domain. The mathematical formulation
for the physical problem considered here can be written as

�cp�T�
�T

�t
=

�

�x
�k�T�

�T

�x
� + �cp�T�v�t� ·

�T

�x
0 � x � L�t�

�1�

− k�T�
�T

�x
= q�t� x = L�t� �2�

�T

�x
= 0 x = 0 �3�

T�x,0� = T0 0 � x � L�t� �4�

where L�t� is presumed known a priori in this problem.
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3 Numerical Approach
The computational grid consists of equally spaced grid nodes

along the x axis. The grid movement scheme employs the Landau
�28� coordinate system as presented by Amar et al. �26�. It rear-
ranges the spatial coordinate, in which the nondimensional thick-
ness of the remaining domain at the particular location is always
at unity for all times. The Landau coordinate at any location is
given as

��t� =
x�t�
L�t�

�5�

Therefore, the translation of any node in a given time step can
be expressed as follows:

�xi
n+1 = xi

n+1 − xi
n = �i

nL̇n�t �6�
Consequently, the velocity of any node can be related to the

surface recession rate by

vi
n = �i

nL̇i
n �7�

Figure 1 conceptually shows an initial to final grid comparison
for a one-dimensional uniform spaced grid.

The internal energy balance equation is discretized using the
finite difference method. These equations are implicit in tempera-
ture. Since the internal energy balance equation is nonlinear in
both the surface recession rate and temperature, a linearization
method is used to find a solution. This is done by lagging the
thermophysical properties and surface recession rate at one time
step for the interior node equations. Then Eq. �1� can be written in
finite difference form as

�Cpi
n�Ti

n+1 − Ti
n�

�t
= �vi

nCpi
n� Ti+1

n+1 − Ti−1
n+1

�xi−1
n+1/2 + �xi

n+1 + �xi+1
n+1/2

�
+

1

�xi
n+1� Ti+1

n+1 − Ti
n+1

�xi+1
n+1/2ki+1

n + �xi
n+1/2ki

n

−
Ti

n+1 − Ti−1
n+1

�xi
n+1/2ki

n + �xi−1
n+1/2ki−1

n � �8�

Rearrangement and applying boundary conditions allow the
above discretization equations to be as follows:

aiTi−1 + biTi + ciTi+1 = di for i = 1,2, . . . K �9�

where K denotes the number of nodes. Equation �9� can be ex-
tended into a tridiagonal matrix system and solved by the tridi-
agonal matrix algorithm �29�.

4 Inverse Problem
In the inverse problem considered in this study, the time-

dependent heat flux is regarded as being unknown and to be esti-
mated from measured temperatures by sensors. The solution of the
present inverse problem is to be obtained in such a way that the
following function is minimized:

f�qi� = �
j=1

N

�
m=1

M

�Tj,m�qi� − Yj,m� �10�

where Yj,m are the measured temperatures and Tj,m are the esti-
mated temperatures at the measurement locations obtained by the
developed direct code. M is the number of total time steps and N
is the number of the used sensors.

Because of the temperature-dependence of thermal properties
and the moving nature in the present study, the inverse problem

can be considered nonlinear. Among the well-known methods for
nonlinear inverse estimation problems, the gradient methods have
received the most attention. The minimization procedure of the
function �10� by utilizing the gradient-type methods is built as
follows:

qi+1�t� = qi�t� − �idi�t� �11�

where the subscript i is the iteration number, �i is the optimal step
length, and di�t� is the search direction vector. The success of
these methods depends on effective choices of both the direction
di�t� and the step length �i. Depending on the selection of the
search direction, various types of gradient methods are existed.
The search direction often has the form

di�t� = − Bi
−1 � f i �12�

In the steepest descent method, Bi is simply the identity matrix,
while in Newton’s method, Bi is the exact Hessian �2f i �30�. In
the Hestenes–Stiefel form of the conjugate gradient method �Bi�−1

has the following form �30�:

�Bi+1�−1 = �I −
si��f i+1 − �f i�T

��f i+1 − �f i�Tsi
� �13�

where si=�idi�t�. In the Fletcher–Reeves version of CGM, �Bi�−1

is replaced by �30�

�Bi+1�−1 = �I −
di � f i+1

T

�f i
T � f i

� �14�

In quasi-Newton methods, Bi is an approximation to the Hes-
sian that is updated at every iteration by means of a low-rank
formula. For instance, the BFGS version of VMM uses the fol-
lowing equation for �Bi�−1 �30�:

�Bi+1�−1 = �I −
si��f i+1 − �f i�T

��f i+1 − �f i�Tsi
��Bi�−1�I −

��f i+1 − �f i�si
T

��f i+1 − �f i�Tsi
�

+
sisi

T

��f i+1 − �f i�Tsi
�15�

Due to the existence of common terms in Eqs. �13� and �15�,
the Hestenes–Stiefel form of the conjugate gradient method is
similar to a quasi-Newton method, but the matrix �Bi+1�−1 is not
symmetric. To exploit the features of Eq. �13� and a symmetric
matrix, one can symmetrize this matrix as �Bi+1�−1��Bi+1�−1�T

�Bi+1�−1 = �I −
si��f i+1 − �f i�T

��f i+1 − �f i�Tsi
��I −

��f i+1 − �f i�si
T

��f i+1 − �f i�Tsi
� �16�

This equation compromises between Eqs. �13� and �15�, and is
suggested to compute the search direction in this paper. The opti-
mal step length �i is chosen as the one that minimizes the function
f�q�t�� at each iteration i. By using a first-order Taylor series
approximation of temperature T�qi+1� in Eq. �10� and performing
the minimization with respect to �i, the following expression re-
sults for the search step size:

�i =

�
j=1

N

�
m=1

M

��Tj,m − Yj,m��Tj,m�di��

�
j=1

N

�
m=1

M

��Tj,m�di��2

�17�

For the implementation of the iterative procedure described here,
the sensitivity term �Tj,m�di� and gradient �f�qi�t�� are required.

Fig. 1 Initial-to-final grid comparison
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The former is determined with the sensitivity problem, and the
latter with the adjoint problem. Both problems are briefly de-
scribed next.

4.1 The Sensitivity Problem. The sensitivity problem is used
to determine the variation in the dependent variables due to
changes in the unknown quantity. Therefore, the sensitivity prob-
lem can be obtained by assuming that the temperature T�x , t� is
perturbed by an amount of �T�x , t�, when the unknown heat flux
q�t� is perturbed by �q�t� in the specific direction. This perturba-
tion on the temperature causes variations in the temperature-
dependent physical properties �2�. The resulting perturbed proper-
ties are linearized using a first-order Taylor series approximation.
Thus, the following problem for the sensitivity function �T�x , t�
can be obtained:

�
��cp�T��T�

�t
=

�2

�x2 �k�T��T� + �v�t�
��cp�T��T�

�x
; 0 � x � L�t�

�18�

−
��k�T��T�

�x
= �q�t�; x = L�t� �19�

��T

�x
= 0; x = 0 �20�

�T�x,0� = 0; 0 � x � L�t� �21�

4.2 The Adjoint Problem. In order to derive the adjoint prob-
lem for heat flux, Eq. �1� is multiplied by the Lagrange multiplier
function ��x , t�, and the resulting expressions are integrated over
the time and the space domain. Then the final results are added to
the right hand side of Eq. �10� to yield the following expression
for the functional f�q�t��:

f�q�t�� =�
t=0

tf

�
j=1

N

�T�xj,t� − Yj�t��2dt +�
t=0

tf �
x=0

L�t�

��x,t�

�� �

�x
	k�T�

�T

�x

 + �Cp�T�v�t� ·

�T

�x
− �Cp�T�

�T

�t
�dxdt

�22�

The variation �f is obtained by perturbing q by �q and T by
�T in Eq. �22�, subtracting from the resulting expression the origi-
nal Eq. �22� and neglecting the second-order terms. We thus find

�f�q�t�� = 2�
t=0

tf

�
j=1

N

�Yj�t� − T�xj,t���Tdt +�
t=0

tf �
x=0

L�t�

��x,t�

�� �2�k�T��T�
�x2 + �v�t�

��Cp�T��T�
�x

− �
��Cp�T��T�

�t
�dxdt �23�

Using integration by parts, as well as the boundary and initial
conditions, the derivatives are transferred to the Lagrange multi-
plier function. After some algebraic manipulation, the following
adjoint differential equation is obtained for the Lagrange multi-
plier function ��x , t�

�cp�T�
��

�t
+ k�T�

�2�

�x2 − �cp�T�v�t� ·
��

�x

+ 2�
j=1

N

�T�xj,t� − Yj�t����x − xj� = 0; 0 � x � L�t�

�24�

− k�T�
��

�x
+ �cPv�t�� = 2�

j=1

N

�T�xj,t� − Yj�t����x − xj�; x = L�t�

�25�

��

�x
= 2�

j=1

N

�T�xj,t� − Yj�t����x − xj�; x = 0 �26�

��x,tf� = 0; 0 � x � L�t� �27�

When ��x , t� satisfies the above differential equation, the func-
tional given by Eq. �23� reduces to

�f�q�t�� = −�
t=0

tf

�q�t���L�t�,t�dt �28�

By definition, the functional increment can be presented as

�f�q�t�� =�
t=0

tf

�q�t� � f�q�t��dt �29�

A comparison of Eqs. �28� and �29� leads to the following ex-
pression for the gradient of functional �f�q�t��:

�f�q�t�� = − ��L�t�,t� �30�

5 Stopping Criterion
When the measurements contain no additive noise, the follow-

ing equation can be used as stopping criterion to terminate the
iterative process Eq. �11�:

� qi
k+1 − qi

k

qi
k+1 � 	 
, i = 1, . . . M �31�

where 
 is a small number �O�10−4�10−6��. However, in the
presence of unavoidable noise embedded in the data, the iterative
process is stopped in accordance with the discrepancy principle
criterion �31�, i.e., upon satisfaction of the following condition:

f�q� = �
j=1

N

�
m=1

M

�Tj,m�q� − Yj,m�2 
 �
j=1

N

�
m=1

M

� j,m
2 
 � �32�

where � is the integrated error of the measured data and having
� j�t� as standard deviation. If the standard deviation is adopted to
be the identical for all data measurements, then the integrated
error will have the following statement:

� = N � M � �2 �33�

where � is the standard deviation of the errors in the temperature.
The criterion given by Eq. �32� is called the discrepancy principle,
and is based on terminating the procedure as soon as the observa-
tion function is in the order of magnitude of the integrated error,
which represents the best evaluation expected in the order of the
data error.

6 Computational Algorithm for Inverse Method
The computational procedure for the proposed method can be

summarized as follows.
Suppose qi�t� are available at iteration i �as initial estimated

values for each iteration�.

�1� Solve the direct problem with available estimated qi�t� to
obtain the temperature field in the slab.

�2� Examine the stopping criterion given by Eqs. �31� and �32�,
depending upon the absence or presence of noise. If not
satisfied, proceed to step 3.

�3� Solve the adjoint problem given by Eqs. �24�–�27� to obtain
��x , t�.

�4� Calculate the gradient of functional given by Eq. �30�.
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�5� Compute descent direction d first by applying Eq. �14� and
�15�, or �16�, and then by Eq. �12�.

�6� Set �q�t�=di�t� and then solve the sensitivity problem
given by Eqs. �18�–�21�.

�7� Compute the descent parameter � from Eq. �17�.
�8� The updating rule for the gradient-type method, Eq. �11�, is

then applied to determine the new value for heat flux. Then,
return to step 1.

7 Results and Discussion
In order to assess the accuracy and efficiency of the three dis-

cussed methods �i.e., the Fletcher–Reeves version of CGMAP, the
BFGS form of VMMAP, and the proposed novel method specified
by Eq. �16��, the performance of these methods are compared in
prediction of the time-varying heat flux via conducting several test
cases. All numerical simulations are performed for one-
dimensional heat conduction problem in a slab of initial thickness
L and over a time interval tf, using the same computational grid.
The measured temperatures Y�t� applied in the function estimation
procedure, are obtained from numerical simulations by the devel-
oped numerical code. These data, as well as surface position mea-
surements, are perturbed by adding random errors to their exact
values, Dexact�t�.

D�t� = Dexact�t� + �� �34�

where � is a random variable being within 
2.576 to 2.576 for a
99% confidence bound. In order to specify the deviation of the
estimated heat flux �q̂�t�� from the exact one �q�t��, relative error
is defined as follows:

qerr =
�t=0

tf �q�t� − q̂�t��2dt

�t=0
tf �q�t��2dt

� 100% �35�

7.1 Linear Inverse Heat Conduction Problem Without
Surface Ablation. This example considers a one-dimensional pla-
nar slab subjected to an unknown heat flux with a step time varia-
tion on the front face and an adiabatic rear face, extended from 0
cm to 5 cm. The constant thermal physical properties for this test
are

L = 0.05 m, tf = 100 s, qm = 1000 kW/m2,

k = 75 W/m K, �Cp = 3,729,000 J/m3 K

A computational grid with 51 spatial nodes is used to solve the
problem. The number of time steps taken is 101. In order to ex-
amine the impact of the sensor position on the results, three situ-
ations for sensor position are considered: �I� Sensor records tran-
sient temperature on the active surface; �II� sensor is embedded in
the body at x=1 cm; and �III� sensor is placed at x=2 cm. Table
1 summarizes the results obtained for three studied methods with
different sensor locations. At the first stage, the potential accuracy
of the proposed method using exact data is investigated. The con-
vergence criterion for noise-free data is given by Eq. �31�, and the
precision is taken to be 
=10−6. As can be seen in Table 1, the

closer sensor to the exposed surface produces more accurate re-
sults and higher convergence rate for three methods. When the
temperature history is taken at an active surface, the results by the
proposed method are obtained by only 26 iterations. When apply-
ing VMMAP and CGMAP methods, the number of iterations is
increased to 38 and 52, respectively. The ratio of the iteration
number between the proposed method, CGMAP, and VMMAP for
noise-free data is about 2 and 1.5, respectively. It is found that the
convergence rate of the developed algorithm based on Eq. �16� is
quite faster than one for CGMAP and VMMAP. As the distance of
the sensor position from an active surface increases, the superior-
ity of VMMAP to the other two algorithms can be realized. Mean-
while, the convergence rate of CGMAP becomes quite poor. In the
case of the sensor location at x=2 cm, CGMAP did not meet the
ending criterion after 5000 iterations and VMMAP converges to
the theoretical profile of heat flux within 407 iteration steps,
which is quite smaller than the one for the proposed method.
Using the proposed method, the theoretical profile of heat flux is
recovered for all sensor locations. The great agreement between
the exact solution and the estimated heat flux underlines the ca-
pability of the algorithm to find the accurate values in IHCP. It
was observed that the difference between the values of the pre-
dicted heat flux and the exact solution is indistinguishable, even at
the jump point of the heat flux; at the elapsed times of 20 s and 80
s, the difference between the exact value of heat flux and the
estimated one is less than 3 W /m2, which is less than 0.3%.

At the next stage, the verification of the proposed strategy for
solving the IHCP with noisy data is considered. The measured
temperatures with error �=3 are obtained according to Eq. �34�.
The stopping criterion in this case is based on the discrepancy
principle, Eq. �32�. A comparison of the estimation error for three
methods in Table 1 shows the same order of magnitude for the
accuracy. However, the closer sensor to the active surface pro-
duces better results in the sense of the relative error. It is observed
that the error in the estimated function is also small, in compari-
son to the added noise, and reliable results can still be obtained
when measurement errors are included. Regarding the number of
iterations to reach an acceptable result, the current method shows
a higher convergence rate than other methods considered here,
which shows its advantages over other methods in the presence of
real �noisy� data. It should be pointed out that VMMAP and CG-
MAP converge in the same iteration steps. Figure 2 demonstrates
the retrieved heat flux by the proposed strategy �i.e., Eq. �16��
when the temperature measurements at the active surface are ap-
plied. The estimated values are in good agreement with the exact
values of heat flux; oscillation of the estimated values can be
observed. The estimated values for heat flux follow the disconti-
nuities with some dissipation. It may be worth mentioning that
using a finer spatial grid did not show any impact on the inverse
solution; however, it was observed that smaller value for time step
could lead to larger value for the discrepancy principle criterion,
as defined by Eq. �32�. However, the number of heat flux compo-
nents is increased. This results in an increase in the error value,
which is distributed in the obtained data. As a result, the heat flux
profile appears to be highly fluctuating.

Table 1 Effect of sensors position on the results

Data Sensor Location

Initial guess Proposed method VMMAP CGMAP

Q
�W /m2� Number of iterations

qerr
�%� Number of iterations

qerr
�%� Number of iterations

qerr
�%�

Noise-free I 1 26 10−10 38 10−10 52 10−10

Noise-free II 1 141 3�10−7 133 3�10−7 842 3�10−7

Noise-free III 1 707 10−4 407 10−4 5000 0.13
Noisy I 1 7 0.45 9 0.45 9 0.45
Noisy II 1 10 1.8 17 1.8 16 1.28
Noisy III 1 11 2.18 19 2.18 20 2.13
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In order to compare the accuracy and convergence rate of the
three methods more explicitly, the reduction in their objective
functional for two sets of data is plotted in Figs. 3�a� and 3�b�.
These figures are related to the first sensor location �i.e., active
surface� since it revealed better behavior for meeting stopping
criterion. As can be seen, using noise-free data, the proposed
method leads to significantly smaller values for the objective
function than CGMAP and VMMAP in the same iteration num-
bers. It might be worth pointing out that having more number of
iterations for the noisy data may lead to a small value �e.g., in the
order of machine zero� for the objective function; however, this
small value does not guarantee better results, and discrepancy
principle, Eq. �32�, is used to avoid unstable results.

7.2 Inverse Conduction Problem With Variable Properties
and No Receding Surface. For the second example, the estima-
tion of heat flux at the surface of the heat-conducting body with
temperature-dependent thermophysical properties is investigated.
Regardless of the recession rate, the special test case for this il-
lustration is given in Ref. �32�. The considered domain in this
example is extended from 0 cm to 5 cm. The considered material
is carbon-carbon with properties, as given in Table 2. The thermal
conductivity and specific heat are considered as piecewise linear
functions of temperature. The simulated data are taken every 0.1 s
over an elapsed time of 30 s.

The results obtained using exact and inexact data and two stop-
ping criteria for three methods are presented in Table 3. Using
noise-free data, the excellent agreement between the exact solu-
tion and the estimated values can be seen. In this situation, with
the knowledge of measured temperatures at active surface, the
theoretical heat flux profile is recovered and the corresponding
relative error is 0.00%. Furthermore, the present method is con-
verged nearly twice as fast as other methods. In this situation, the
CGMAP converges faster than VMMAP. This is maybe due to the
nature of VMMAP in dealing with nonlinearity of the problem.
Under this circumstance, as depicted in Figs. 4�a� and 4�b�, the
VMMAP has a slower convergence rate in comparison with two
other methods. Figure 3 showed a considerable rate of conver-
gence for VMMAP for every two iteration cycles in linear prob-
lems. It might be worth mentioning that the same behavior of the
reduction function for the linear problem using VMM without the
adjoint problem was also observed in Ref. �33�. As the sensor
distance from the exposed surface increases, the proposed method
needs considerable smaller iteration steps than other methods for
meeting the convergence criterion. In addition, the VMMAP
shows better behavior than the CGMAP for satisfying the stop-

Table 2 Carbon-carbon thermal properties

Temperature
�K�

Thermal conductivity
�W /m K�

Specific heat
�J /kg K�

Density
�kg /m3�

300 123.6 720 1900
400 116.5 990 1900
600 102.8 1410 1900
800 90.6 1650 1900
1000 80.3 1790 1900
1200 71.6 1890 1900
1400 64.9 1950 1900
1600 59.8 2040 1900
1800 57 2070 1900
2000 55.1 2100 1900
2200 53.8 2130 1900
2400 53.1 2160 1900
5000 50 2230 1900

Fig. 3 „a… Reduction histories of the objective function for
noise-free data „linear problem…. „b… Reduction histories of the
objective function for noisy data „linear problem….

Fig. 2 The exact and estimated values of heat flux „noisy data…
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ping criterion. However, it is interesting to note that when the
sensor is installed at x=2 cm, the value of the objective function
in the VMMAP cannot be decreased below 2.74, and continuing
more iterations results in nonconvergence. Regarding the inexact
noisy data, the proposed strategy demonstrates a better behavior
since it converges in less iterations, and low convergence rate can

be seen for VMMAP. Since the rate of convergence is higher
when sensor reports the surface temperatures, results for this sen-
sor location will be discussed here. Figures 4�a� and 4�b� compare
the rate of reduction in the objective function with regard to the
number of iterations for each of the three studied methods. Figure
5 shows the recovered heat flux by the proposed method when
noisy data are utilized. Each simulated temperature is disturbed by
error with standard deviation of 5. The largest difference is moni-
tored at the end of the simulated test. Nonetheless, the relative
error in the reconstructed heat flux is small with regard to additive
noise to the input data. The comparison between the theoretical
and recovered heat flux profiles shows an acceptable agreement.
Indeed, the reconstructed heat flux values are well spread out
around the exact profile. The results prove the efficiency of the
present algorithm.

7.3 Nonlinear Inverse Heat Conduction Problem With
Moving Boundary. In this section, the developed algorithm will
be applied to an inverse problem in ablative composites with mov-
ing boundary. Temperature measurements as well as surface re-
cessions will be considered to be collected on the active surface
where the unknown heat flux is acting. A test case is taken from
Ref. �32� in order to examine the application of the proposed
procedure for the inverse estimation of imposed heat flux on the
moving boundary. This example solves the same problem pre-
sented in Sec. 7.2; however, the ablative material experiences sur-
face thermochemical processes, which are significant enough to
cause feasible surface recession. The prescribed values for surface
measurements are considered in this example and plotted in Fig.
6. Four simulated sets of data are used in this test case: �1� non-
noisy data by which the inverse algorithm is tested; �2� tempera-
ture measurements containing errors with standard deviation equal
to 5, according to Eq. �34�; �3� available error in the measured

Table 3 Results of estimating heat flux

Data
Sensor distance from active surface

�cm�

Initial guess Proposed method VMMAP CGMAP

q
�W /m2�

Number of
iterations

qerr
�%�

Number of
iterations

qerr
�%�

Number of
iterations

qerr
�%�

Noise-free 0 1 76 10−11 158 10−11 123 10−11

Noise-free 1 1 93 3�10−2 629 3�10−2 775 3�10−2

Noise-free 2 1 660 0.6 260 0.82 2000 0.57
Noisy ��=5� 0 1 12 0.012 33 0.012 17 0.012
Noisy ��=5� 1 1 37 0.083 70 0.08 37 0.067
Noisy ��=5� 2 1 92 2.34 107 2 98 2.27

Fig. 4 „a… Reduction histories of the objective function for
noise-free data „nonlinear problem without moving boundary….
„b… Reduction histories of the objective function for noisy data
„nonlinear problem without moving boundary…. Fig. 5 The exact and estimated values of heat flux „noisy data…
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position of the exposed surface with deviations in the range of 0
mm to 1 mm. This situation can be achieved with �=3.88
�10−5 and positive values for � in Eq. �34�; and �4� additive
noise with �=5 and �=0.0388 in Eq. �34� for temperature and
position measurements, respectively. Before proceeding to the so-

lution, it is appropriate to note that the surface recession rate L̇�t�
is computed from the measured position of the active surface by
the following equation:

L̇�t� =
Ln+1 − Ln

�t
�36�

where superscript n denotes the time level. Since the discrepancy
principle is used in the case of errors for temperatures, this
method is not capable of stopping the procedure for the inverse
problem, when the errors in surface positions are considered. Un-
der this circumstance, the Tikhonov regularization is employed in
this study, in order to avoid the difficulties on the inverse problem
solutions. The first-order Tikhonov term is added to the objective
function �Eq. �10�� to regularize the solution

f�qi� = �
j=1

N

�
m=1

M

�Tj,m�qi� − Yj,m�2 + ��
j=1

M−1

�qi,j+1 − qi,j�2 �37�

where subscript j in the second term of right hand side of Eq. �37�
denotes the jth component of the heat flux vector in iteration i.
Choosing the optimal value for the regularization parameter � is a
challenging task. A very small value for � reduces the temperature
sum-of-squares, while it could also create oscillations in the esti-
mated solution; whereas, larger values of � will produce the
smooth solution, while it could also increase the value of the
objective function. The optimal value for � can be achieved via
trial and error procedure.

Combining the Tikhonov regularization method with the
gradient-type methods modifies the gradient vector and the search
step size in comparison to the traditional method, Eqs. �30� and
�17�, to stabilize the solution. The gradient of the objective func-
tion can be obtained by some manipulation in the procedure of
deriving the adjoint problem as follows:

�f�qi�t�� = �2��qi,j+1 − qi,j� − ��L�t�,t� for j = 1

2��qi,j+1 − qi,j� − 2��qi,j − qi,j−1� − ��L�t�,t� for 2 � j � M − 1

− 2��qi,j − qi,j−1� − ��L�t�,t� for j = M
� �38�

The search step size �i is computed from the following equa-
tion:

�i =

�
j=1

M

�Tj − Yj��Tj�di� + ��
j=1

M−1

�qi,j+1 − qi,j��di,j+1 − di,j�

�
j=1

M

��Tj�di��2 + ��
j=1

M−1

�di,j+1 − di,j�2

�39�
The results of the proposed method are compared with those

calculated by the CGMAP and with the VMAPP, and are pre-

sented in Table 4. As it is seen, no convergence is yielded with or
without errors in the simulated data when the VMMAP is em-
ployed. This makes the aforementioned method inefficient for ap-
plying on this class of IHCP. The estimation error, as defined in
Eq. �35�, is quite acceptable and is approximately the same for all
cases. When the measured data contain no noise, the evaluated
heat flux is retrieved of its theoretical profile and the error is to the
machine zero. The convergence rate of the proposed method is 1.5
times of the one for the CGMAP approach. Considering noise in
the simulated data can produce fluctuations with various magni-
tudes, depending on the types of errors in heat flux assessment. In
this study, using a trial and error procedure, values of 3.7

Fig. 6 The surface recession as a function of time

Table 4 Results of estimating heat flux

Data

Initial guess Proposed method VMMAP CGMAP

q
�W /m2� Number of iterations

qerr
�%� Number of iterations

qerr
�%� Number of iterations

qerr
�%�

Noise-free 1 102 10−11 No convergence - 149 10−11

Noisy temperature measurement 1 - 1.18�10−2 No convergence - - 1.18�10−2

Noisy position measurement 1 - 1.8�10−2 No convergence - - 1.8�10−2

Full noisy data 1 - 2.8�10−2 No convergence - - 2.8�10−2
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�10−10, 3.5�10−10, and 4�10−10 are chosen as the Tikhonov
parameter for inexact measured temperatures, noisy measured po-
sitions, and fully noisy data, respectively. Figures 7–9 illustrate
the heat flux evolution for three sets of noisy data. The results are
fairly acceptable and are not greatly affected by the errors. Be-
cause the exact heat flux is smooth, the wall heat flux is well
reconstructed from temperature measurements taken at the ex-
posed moving surface by the infrared scanner. In the case of ad-
ditive noise in position measurements, the surface recession rate

L̇�t� is depicted in Fig. 10 and is compared with its theoretical
profile. Since this profile is not good enough, one should not ex-
pect that the results be as accurate as with the one obtained by
considering noise in measured temperatures. As observed in Fig.
7, when the time reaches toward the end of the simulated experi-
ment, the error in the measured recession rate augments, Fig. 10,
and larger error is produced in the estimated heat flux. This can be
best realized after the elapsed time of 27 s, where the surface
position rate has maximum error. The results underline clearly the
advantage of the proposed method when estimating time-
dependent heat flux is demanded in the presence of moving
boundary.

8 Conclusions
A novel method for accurate and efficient estimation of heat

flux in the linear and nonlinear heat conduction problems under
different conditions was presented. A systematic study was em-
ployed to explore the performance characteristics of three differ-
ent versions of gradient-type methods associated with an adjoint
problem in dealing with three different types of IHCP, in which
the special attention was given to the importance of the moving
boundary and its effects on the estimation procedure. Further-
more, exact and inexact surface position and surface temperature
measurements were utilized for estimating the heat flux at the
receding surface. The Tikhonov regularization technique was uti-
lized to stop the iterative procedure before minimizing the objec-
tive function to protect the results from the noise in the data.
Among further developments, introducing the adjoint feature of
VMM and also a new search direction on the gradient-type meth-
ods can be mentioned. Performance comparison of the three meth-
ods revealed that all studied algorithms could produce results with
the same order of accuracy, while the proposed method needs less
number of iterations to converge. For the linear problem, the pro-
posed method converges faster than CGMAP. Moreover, the ac-

Fig. 7 The exact and estimated values of heat flux „noisy po-
sition measurements…

Fig. 8 The exact and estimated values of heat flux „noisy mea-
sured temperatures…

Fig. 9 The exact and estimated values of heat flux „noisy mea-
sured temperatures and locations…

Fig. 10 The exact and used values of surface recession rate in
this paper
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curacy and convergence features of VMMAP depend upon the
specific application. In the case of nonlinear problems, it was
demonstrated that VMMAP presented poor convergence rate and
even nonconverging behavior was observed with regard to the
case of the moving boundary. A marked improvement of conver-
gence rate makes the proposed procedure a viable method for
analyzing nonlinear IHCP having surface ablation under the inher-
ent advantage of good computational efficiency. Even in the case
that the random measurement error is not small, the proposed
method is able to provide a considerably acceptable estimation.
The proposed solution technique can be implemented widely to
other inverse problems and can accelerate the convergence rate.
Certainly, it extends the capabilities of the inverse design from
one-dimensional IHCPs to two- and three-dimensional problems,
which are more realistic engineering problems in many cases.

Nomenclature
cp � specific heat �J /kg K�
d � descent direction vector

�t � time step �s�
f � the objective functional
I � identity matrix
k � thermal conductivity �W /m K�
L � slab thickness �m�
L̇ � surface recession rate �m/s�

M � number of total time steps
N � number of sensors

q�t� � unknown surface heat flux �W /m2�
s � vector of descent direction
T � temperature �K�

T0 � initial temperature �K�
t � time �s�

tf � final time �s�
v � velocity of node �m/s�
x � space variable �m�
Y � temperature measured by sensors �K�
� � regularization parameter
� � descent parameter
� � parameter in decent direction
� � small variation

�T � sensitivity function
� � integrated error

 � very small value
� � Landau coordinate
� � adjoint variable
� � density �kg /m3�
� � standard deviation of the errors in the mea-

sured temperatures
� � random variable

�f � gradient of the objective functional

Subscripts
i � iteration number

Superscripts
T � transpose of a matrix
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Criteria for Cross-Plane
Dominated Thermal Transport in
Multilayer Thin Film Systems
During Modulated Laser Heating1

Pump-probe transient thermoreflectance (TTR) techniques are powerful tools for measur-
ing the thermophysical properties of thin films, such as thermal conductivity, �, or ther-
mal boundary conductance, G. This paper examines the assumption of one-dimensional
heating on, � and G, determination in nanostructures using a pump-probe transient
thermoreflectance technique. The traditionally used one-dimensional and axially symmet-
ric cylindrical conduction models for thermal transport are reviewed. To test the assump-
tions of the thermal models, experimental data from Al films on bulk substrates (Si and
glass) are taken with the TTR technique. This analysis is extended to thin film multilayer
structures. The results show that at 11 MHz modulation frequency, thermal transport is
indeed one dimensional. Error among the various models arises due to pulse accumula-
tion and not accounting for residual heating. �DOI: 10.1115/1.4000993�

Keywords: pump-probe thermoreflectance, thin film thermal conductivity, thermal
boundary conductance, radial heating, cross-plane transport

1 Introduction
Pump-probe transient thermoreflectance �TTR� techniques uti-

lizing short pulsed lasers have been extensively used to measure
thermal conductivity, �, and thermal boundary conductance, G, of
nanomaterials and interfaces of nanomaterials, such as � in metal
films �1�, dielectric films �2�, phase change materials �3�, ther-
mally anisotropic materials �4�, superlattice structures �5�, and
layered nanolaminates �6,7�, and G across metal-metal �8�, metal-
dielectric �9–13�, and metal-liquid �14� interfaces. These transient
thermoreflectance techniques measure the change in reflectance
on the surface of a material as a function of time after a short
pulsed heating event. The change in reflectance is related to the
temperature change in the electrons in the material, and the mea-
sured change in temperature as a function of time is then related to
� and G through a conduction heat equation.

Although the aforementioned � and G measurements use simi-
lar pump-probe time delayed TTR setups, there have been differ-
ent assumptions regarding the heat transfer analyses in several of
the studies; for example, for measurements of G at metal film/
dielectric substrate interfaces, two different thermal analyses have
been used for the same basic experimental conditions �12,13�.
This paper examines the effects of different thermal analyses on
determination of cross-plane � and G from TTR measurements on
thin film samples by comparing one-dimensional and axisymmet-
ric cylindrical models for thermal transport in TTR measurements.
The models are fitted to TTR experimental data on Al/Si and

Al/glass systems and extended to TTR data with thin Pt, SiO2, and
SiNx films; the thermal properties of which are extremely impor-
tant in both microfabricated structures and microelectromechani-
cal systems �MEMS�.

The experiments and analyses in this work are focused on
pulsed laser heating from a Ti:sapphire oscillator with a funda-
mental output of 90 fs pulses at 80 MHz �12.5 ns between laser
pulses�; the laser pulses are then further modulated at 11 MHz to
create a modulated heating event at the sample surface, and the
temperature decay on the surface of the samples from this modu-
lated heating events is monitored over �4 ns. The laser pulses are
treated as delta functions in time due to the ultrashort pulse width
compared with the time delay of the experiments. The thermal
penetration depth of the modulated heat source is estimated by
�D / ��f�, where D is the diffusivity and f is the modulation fre-
quency. For most solids subjected to megahertz thermal modula-
tion rates, the thermal penetration depth is anywhere from 100 nm
to 10 �m. To ensure mostly cross-plane �one-dimensional� trans-
port, the laser spot size of the modulated heating source should be
greater than the thermal penetration depth. Typical TTR experi-
ments utilize pump spot sizes on the order of 10 �m. Therefore,
for low diffusivity systems, the thermal transport measured in
TTR experiments is nearly entirely cross plane due to the small
thermal penetration depth. However, in high thermal diffusivity
systems, in-plane thermal transport can become significant. The
goal of this work is to determine when cross-plane transport is
dominant in TTR experiments in various thin film systems. The
regimes in which cross-plane transport dominate TTR measure-
ments are discussed in more quantitative detail in the remainder of
this work through the use of various thermal models and the de-
velopment of a nondimensional number describing relative contri-
butions of in-plane and cross-plane thermal transports.

2 Thermal Analysis

2.1 One-Dimensional Time-Domain Model. A one-
dimensional heat transfer model for heat transfer between two
conductive solids was used by several groups to determine G at
several film/substrate interfaces �9–11,13�. This model is given by

1This manuscript has been authored by Sandia Corporation under Contract No.
DE-AC04-94AL85000 with the U.S. Department of Energy. The United States Gov-
ernment retains, and by accepting the article for publication, the publisher acknowl-
edges that the United States Government retains, a non-exclusive, paid-up, irrevo-
cable, worldwide license to publish or reproduce the published form of this work, or
allow others to do so, for United States Government purposes.

2Corresponding author.
3Joint appointment with the Department of Mechanical Engineering, Massachu-

setts Institute of Technology, Cambridge, MA 02139-4307.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received August 24, 2009; final manuscript re-
ceived December 2, 2009; published online May 20, 2010. Assoc. Editor: Pamela M.
Norris.

Journal of Heat Transfer AUGUST 2010, Vol. 132 / 081302-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



C1,2
��1,2�z,t�

�t
= �1,2

�2�1,2�z,t�
�z2 �1�

which describes heat conduction in the film �subscript 1� or sub-
strate �subscript 2�, where C is the volumetric heat capacity, � is
the temperature change due to the laser pulse, t is the time after
the laser pulse, and z is the direction of heat flow. Since typical
laser pulse widths in TTR experiments are on the order of hun-
dreds of femtoseconds yet the measurements of G at the film/
substrate interface and � in the underlying substrate are resolved
on the order of nanoseconds, the heating event is assumed to be
instantaneous and the initial conditions governing Eq. �1� are

�1�z,0� =
Q

C1��w0
2exp�− z/�� �2�

and

�2�z,0� = 0 �3�

where Q is the absorbed energy from the incident heating event
�pump pulse�, � is the energy deposition depth in the film, w0 is
the pump 1 /e2 radius, and Eq. �3� imposes the semi-infinite sub-
strate assumption. The energy deposition depth is given by �
=� / �4�n2� where � is the laser pulse wavelength and n2 is the
extinction coefficient �imaginary component of the complex index
of refraction� of the solid in which the laser pulse is interacting. In
TTR experiments, placing a metal film on top of the material to be
characterized ensures that the majority of the laser pulse energy is
absorbed near the surface of the film. Since TTR experiments give
a spatial resolution no less than �, this ensures resolution on the
order of 10 nm. For example, the extinction coefficient for Al at
785 nm is 8.55 �15�, yielding an energy penetration depth �and
subsequent TTR resolution� of 7.3 nm. The boundary conditions
at the film/substrate interface �that is, when z is equal to the film
thickness d� governing Eq. �1� are given by

− �1,2
��1,2�d,t�

�z
= G12��1�d,t� − �2�d,t�� �4�

For purposes in this work, Eqs. �1�–�4� are called the one-
dimensional time-domain model �1Dt�. The 1Dt is solved using a
Crank–Nicolson scheme to determine ��t� at the surface of the
film. Any analysis based on the 1Dt model assumes only one-
dimensional transport and no effect from lateral heat spreading.

2.2 Axially Symmetric Frequency-Domain Model. In typi-
cal TTR experiments, the pump and probe beams have spatially
Gaussian intensity distributions when incident on the film surface.
Therefore, depending on the relative sizes and overlap of the
beams, the radial distributions of the pump beam could affect the
temperature measured by the probe beam. In this case, the 1Dt
may not be applicable since it assumes that the probe reflectance,
or the measured change in temperature, is measuring a uniformly
heated plane at the surface of the film. To correct for this, Cahill
�16� derived an expression for ��r� at the surface of the film
assuming radial spreading in a half-sphere from the pump pulse.
Here we rederive Cahill’s expression in a more general fashion.

The axially symmetric heat equation in cylindrical coordinates
is given by

C1
��1�r,z,t�

�t
= �1,z

�2�1�r,z,t�
�z2 +

�1,r

r

�

�r
�r

��1�r,z,t�
�r

� �5�

where r is the radial coordinate, and the subscripts r and z denote
the radial and cross-plane conductivities. Taking the Hankel trans-
form along the radial, planar dimension, then applying a Fourier
transform, Eq. �5� leads to

�2�1�r,z,��
�z2 = q1

2�1�r,z,�� �6�

where � is the angular frequency and

q2 =
�rk

2 + iC�

�z
�7�

where k is the transform variable. This anisotropic q was used by
Schmidt et al. �4� to determine the directionally dependent thermal
conductivities of graphite in anisotropic structures. In this work,
however, we consider isotropic materials and we are only inter-
ested in cross-plane properties, so q2=k2+ �iC� /�z�.

The temperature change in the surface of the film due to heat
flow through underlying materials is easily taken into account
through Carslaw and Jaeger’s solution for steady periodic tem-
perature change in composite slabs �17�. A convenient implemen-
tation of this is presented by Feldman �18� and discussed here.
The change in surface temperature of material 1 is given by

F�k� =
1

�1
�FT1

+ + FT1
−

FT1
− − FT1

+ � �8�

where FT1
+ and FT1

− are temperature change coefficients related to
the forward and backward propagating waves on the surface �top
side� of material 1 and where �=�zq. The forward and backward
propagating waves at the top side of material 1 are related to the
waves on the bottom side through

	FT1
+

FT1
− 
 = 	exp�− q1d1� 0

0 exp�q1d1� 
	FB1
+

FB1
− 
 �9�

where d is the material thickness. For material 1, the top side is
assumed at the slab/air interface and the bottom side is assumed as
the interface between material 1 and material 2 �i.e., film/
substrate�. Given a thermal boundary conductance G between ma-
terial 1 and material 2, the temperature at the top of slab 2 is
related to the temperature at the bottom side of slab 1 by

	FB1
+

FB1
− 
 =

1

2�1 +
�2

�1
−

�2

G12
1 −

�2

�1
+

�2

G12

1 −
�2

�1
−

�2

G12
1 +

�2

�1
+

�2

G12

�	FT2
+

FT2
− 
 �10�

Assuming a bulk substrate, heat cannot reach the bottom side of
slab 2 at rates comparable to the modulation frequency �semi-
infinite�, so there is no thermal buildup of waves and

	FT2
+

FT2
− 
 = 	 0

exp�− q2d2� 
 �11�

With Eqs. �9�–�11�, this approach gives a straightforward method
to solve for heat conduction through several materials and inter-
faces via successive implementation of Eqs. �9� and �10� for each
layer and then Eq. �11� for the final, semi-infinite layer. This is
much less computationally expensive than solving the 1Dt for
each interface and material.

To determine the temperature oscillations on the surface of ma-
terial 1 with the frequency-domain model in Eq. �6� due to cooling
from underlying layers described by Eqs. �9�–�11�, a top surface
boundary condition must be imposed. In TTR, this is described by
first convoluting Eq. �8� with the pump-beam distribution �4�,
given by

��k� = F�k�
A

2�
exp	− k2w0

2

8

 �12�

and then taking the weighted average of the surface temperature
oscillations by the probe beam of 1 /e2 radius w1 �16� to yield

��r,0,�� =
A

2�



0

	

F�k�exp	− k2�w0
2 + w1

2�
8


kdk �13�

Equation �13� gives the change in temperature as a function of
heating event modulation frequency at the surface of the film. In
this paper, Eq. �13� is called the axially symmetric frequency-
domain model �Axf�. The Axf has been used by several groups to

081302-2 / Vol. 132, AUGUST 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



determine G �12,19� and, due to its simple extension to multilayer
structures, the thermal conductivity of thin layers and multilay-
ered structures �2,6,7,20–22�. Note that, in this development, the
pump source is assumed to be applied only at the surface, so
substrate effects on the pump distribution are nonexistent. Al-
though Eq. �13� accounts for radial effects in TTR, it does not
give the response as a function of time, which is measured in
TTR. To examine the temporal evolution of Eq. �13�, the response
of the material systems to the laser and modulation repetition rates
must be considered. This is described in detail in Sec. 2.3.

2.3 Laser Modulation and Thermal Accumulation Effects.
Due to the relatively small change in voltage due to the probe
thermoreflectance response as compared with the dc voltage from
the reflected probe, a lock-in amplifier is used in the TTR data
collection to monitor the temporal decay in the thermoreflectance
response occurring at the modulation frequency of the heating
event. The output of the lock-in amplifier serves to relate
frequency-domain models to the time-domain. The lock-in output
will be the magnitude R and phase 
 of the probe signal at the
heating event modulation frequency. Mathematically, the lock-in
output takes the form of �4�

R exp�i��0t + 
�� = Z��0�exp�i�0t� �14�

where �0 is the modulation frequency of the pump pulses and
Z��0� is the transfer function of the lock-in. In the frequency-
domain, the transfer function can be represented as �16�

Z��0� =
�2��2�

�s
2 �

M=−	

	

���0 + M�s�exp�iM�s�� �15�

where � is calculated with a frequency-domain model, such as the
model discussed in Sec. 2.2, �s is the modulation frequency of the
laser system �not the modulation frequency of the heating event;
so for a Ti:Al2O3 oscillator, �s /2� is approximately 80 MHz�, �
is the delay time between the pump and probe pulses, and � is a
constant that is related to the gain of the electronics, the power of
the pump and probe pulses, and the thermoreflectance coefficient
of the material. The thermoreflectance coefficient, which relates
the change in temperature from the model to the change in reflec-
tance measured in the experiment, is a material property that is
related to the band structure, electronic transitions, and dielectric
function �23�. In the low perturbation regime �i.e., small tempera-
ture rise of the film compared with ambient� in which this work is
focused, the change in reflectance is linearly related to the change
in temperature, and the thermoreflectance coefficient is a constant.
We account for the thermoreflectance coefficient by normalizing
the data to the model, as discussed in Sec. 3. From Eq. �15�, the
lock-in outputs are given by

X = Re�Z��0��, Y = Im�Z��0�� �16�

where X and Y are the real and imaginary components of the
measured frequency response, and

R = �X2 + Y2, 
 = tan−1	Y

X

 �17�

By nature of Eq. �15�, pulse-to-pulse heating and thermal accu-
mulation due to pump modulation are taken into account with a
frequency-domain model �note that, in this work, when calculat-
ing temporal response with the frequency-domain models, such as
the Axf, it is implied that the frequency-domain models are used
in conjunction with Eq. �15� to determine the time-domain re-
sponse�. Although a similar model can be derived for pulse accu-
mulation in the time-domain �4�, it has not been used in works
using a 1Dt analysis, most likely due to the numerical cost, which
negates the benefit of using the simplified model in the time-
domain. Even with exact analytical forms of the conduction
thermal diffusion equation obtained by Laplace transforms �24�,
accounting for pulse accumulation can be computationally expen-

sive compared with that in the frequency-domain since, in the
time-domain, the solution must take into account the multiple
pulses in the pump modulation envelope occurring every 12.5 ns
while providing picosecond resolution in the analysis.

3 Experimental Details
The various thermal models discussed in Sec. 2 are applied to

data for determining G and � from pump-probe measurements
using the transient thermoreflectance experimental setup at Sandia
National Laboratories. The experimental setup, shown in Fig. 1, is
nearly identical to similar setups that exploit coaxial pump-probe
geometries discussed in previous works �4,25,26�. The laser
pulses in this specific experimental setup emanate from a Spectra
Physics Mai Tai oscillator outputting 350 mW of power at a rep-
etition rate of 80 MHz and pulse widths of 90 fs at a wavelength
of 785 nm. The setup shown in Fig. 1 differs from previous col-
linear setups by two slight modifications. First, the pulses are first
passed through a pair of collimating lenses to minimize probe
divergence at the sample surface due to the variable delay stage;
upon characterization with a sweeping knife edge �27�, the probe
�and pump� radius at minimum pump-probe delay is �15 �m
and exhibits less than 1 �m divergence at maximum delay. Then,
the pulse train passes through an adjustable half-waveplate before
being split into the pump and probe paths by a polarizing beam
splitter �PBS� cube; this fixes the pump and probe path as or-
thogonally polarized and the waveplate therefore allows for easy
adjustment of the pump and probe powers; the relative pump and
probe powers are adjusted to achieve a maximum thermoreflec-
tance signal.

The data must be postprocessed to remove any electronic noise
that would lead to unwanted signals. These signals would appear
as a change in the imaginary component of the signal Y, as �
crosses zero, since Y should not change as the pump-probe delay
time goes from negative to positive. Schmidt et al. �4� determined
the change in the real and imaginary components of the signals
and calculated a phase noise to subtract from the data. Cahill �16�
corrected for this by multiplying the signal by a small phase fac-
tor. Here, we employ the following correction: The change in the

Fig. 1 Transient thermoreflectance setup at Sandia National
Laboratories
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lock-in signals as the delay time crosses �=0, 
X, and 
Y are
computed from the collected data. The measured signals are cor-
rected by rotating the signal in the complex plane, so that the
corrected values for X and Y are given by �28�

Xc = X cos	tan−1	
Y


X


 − Y sin	tan−1	
Y


X


 �18�

and

Yc = Y cos	tan−1	
Y


X


 + X sin	tan−1	
Y


X


 �19�

A similar method of data correction was employed by Costescu et
al. �19� to correct the data for radial diffusion in the substrate. In
practice, the phase of the lock-in is adjusted before each measure-
ments so that Y is constant as the stage moves across �=0 �16� so
that Eqs. �18� and �19� can be used simply as a check to ensure
that the phase adjustment has removed the majority of the instru-
ment noise. This also allows for the instrument noise to be quan-
tified in terms of the lock-in phase so that this adjustment can be
used in future measurements and analysis �29�.

To evaluate the various thermophysical properties of interest,
we must determine an appropriate range in which to fit the various
models to the experimental data. For example, a given material
system may be extremely sensitive to changes in G over a certain
range but not �. This aspect of the models is used to determine
ranges in which to fit the various models to the data. Costescu et
al. �19� defined a sensitivity factor as

Sp = � ln	−
X

Y

/� ln�p� �20�

where p is some thermophysical property of interest. To determine
the sensitivity of G or � over the pump-probe delay time in the
TTR data, we perturb the value of G or � by 1% in calculations of
Eq. �20� so effectively our sensitivity becomes

Sp = 100
Y

X
� 	X

Y

 �21�

where the derivative of the ratio is estimated by subtracting the
model calculations from the perturbed model calculations. Figure
2 shows the sensitivities of the Axf as a function of pump-probe
delay time for a 100 nm Al film on Si and SiO2 substrates using
the thermal parameters in Table 1 and assuming a 15 �m pump
and probe spot size with an absorbed laser power of 1 mW. In the
sensitivity calculations, the thermal boundary conductances are
taken as 100 MW m−2 K−1 for Al/Si �13� and 50 MW m−2 K−1

for Al /SiO2 �30�. There are two aspects of the sensitivity curve

that are important when fitting the model to the TTR data: the
magnitude and the curvature. An optimal sensitivity curve will
exhibit a large magnitude and variance over the pump-probe delay
time. For example, the sensitivity to the thermal conductivity of
the Si substrate is ideal since it is relatively large and very dy-
namic compared with that of SiO2. The sensitivity to G across the
Al/Si interface is also appealing but loses sensitivity around 500–
1000 ps. Note that the sensitivity of the model in the Al /SiO2
system is primarily due to the thermal conductivity of the sub-
strate. For low thermal conductivity structures, this is powerful if
only the thermal conductivity needs to be determined and not G
since it reduces the number of free parameters in the fit. We do not
include the sensitivity to the Al film thermal conductivity since the
TTR measurements are nearly insensitive to this parameter over
the majority of the pump-probe time delay. Assuming a diffusivity
of Al as D=97.1�10−6 m2 s−1, the time it takes for the heat to
diffuse through the film is given by ��d2 /D where d is the film
thickness �31�. For a 100 nm Al film, the thermal energy has fully
diffused through the film thickness after only 100 ps.

TTR data on a 100 nm Al film evaporated onto a single crys-
talline, lightly doped Si substrate and a glass microscope cover
slide �primarily SiO2� are shown in Fig. 3 along with Axf and 1Dt
model calculations. The thermal conductivity of the 100 nm Al
film is 200 W m−1 K−1 as determined from electrical resistivity
measurements and the Wiedemann–Franz law. Although this pro-
cedure for determining the Al thermal conductivity is really a

Fig. 2 Sensitivities of the Axf to G and � of the substrate in
100 nm Al/Si and Al/SiO2 systems

Table 1 Thermophysical properties of Al, Si, and SiO2 at 300 K
†31‡

�
�W m−1 K−1�

C
�MJ m−3 K−1�

Al 237 2.44
Si 148 1.66
SiO2 1.4 1.97

Fig. 3 TTR data from scans on 100 nm Al films evaporated on
Si „circles… and glass „squares… substrates along with the best
fit from the Axf model scaled at 400 ps. Using the best fit values
of G and �2 from the Axf, the 1Dt is calculated and scaled to
the data showing that the 1Dt fails to capture some aspects
of the data. The thermophysical properties determined from
Axf model best fits are G=90 MW m−2 K−1 for the Al/Si inter-
face, �=142 W m−1 K−1 for Si, and G=40 MW m−2 K−1 and �
=1.0 W m−1 K−1 for the glass substrate. The measured thermal
conductivity of the glass substrate is lower than that of pure
SiO2 since the substrate in this case is a glass microscope
slide, so the various impurities will reduce the thermal conduc-
tivity below that of pure SiO2.
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measure of in-plane conductivity where the model requires cross
plane, since the Al film is amorphous, it is valid to assume that the
in-plane and cross-plane conductivities are equivalent for a 100
nm Al film. The Axf model, which is assumed here as the more
precise model since it takes into account pulse accumulation and
radial spreading, is scaled at 400 ps and G12 and �2 are adjusted
to determine the best fit. Using the best fit values from the Axf,
the 1Dt is calculated and scaled to the data in Fig. 3. The data
shown here are the real component of the lock-in signal divided
by the imaginary component, i.e., −X /Y. This approach of nor-
malizing the signal by the imaginary component of the voltage
cancels out detection noise and makes the signal insensitive to
various experimental parameters that can be difficult to account
for during data analysis �16�. This approach is the same as using
the phase of the signal �4,14�. Note that we also scale the models
to the data at some time t. We choose 400 ps as the scale time
since any nonequilibrium phenomena in the Al film have equili-
brated and thermal diffusion in the Al film is negligible compared
with the diffusion across the Al/substrate interface and in the sub-
strate. The advantage of scaling the model to the data is that
precise values for spot sizes or absorbed laser power are no longer
needed. However, these inputs are critical if the transport is not
purely 1D, and if radial transport plays a role in the TTR mea-
surements, then precise values for spot sizes must be known.
However, as will be shown in later sections, 1D transport can be
assumed in many cases, which significantly simplifies data analy-
sis.

In Fig. 3, the 1Dt model and the data do not exhibit great
agreement in trends. Since we assume that the Axf is the more
precise model, the 1Dt fails to predict the thermophysical proper-
ties of interest in TTR at 11 MHz modulation frequency. There-
fore, the question is as follows: Why does the 1Dt fail? There are
two major differences between the 1Dt and Axf. One is the effect
of pulse accumulation from the repetition rate of the pump pulses.
This aspect on thermal analyses of TTR data has been extensively
studied previously and will not be repeated here. However, in
short, it must be taken into account analytically in the thermal
models �i.e., Sec. 2.3� �4�, or the data must be corrected by ac-
counting for the pump-phase �27�. In the remainder of this work,
we will focus on the dimensionality assumption in TTR experi-
ments; that is, we will answer the following question: When does
radial transport need to be considered in TTR analyses?

4 One-Dimensional Versus Axially Symmetric
Transport

The most straightforward way to compare the effects of radial
transport on G and � is to replace the Axf model presented in Sec.
2.2 with a one-dimensional model. The heat equation in one-
dimensional Cartesian coordinates is given by Eq. �6� only

q2 =
iC�

�z
�22�

The temperature is given by

F��� =
1

�1
�FT1

+ + FT1
−

FT1
− − FT1

+ � �23�

where the various coefficients are evaluated based on the algo-
rithm outlined in Sec. 2.2. Note that Eq. �22� is in the frequency-
domain and not in the time-domain. Since no radial heating is
assumed, no convolution of the frequency response and the pump
pulse is necessary. Therefore, the temperature change due to pump
heating is given by

���� = F���
A

�w0
2 �24�

However, we are interested in only the fraction of the temperature
change measured by the probe beam, so the measured temperature
change is

���� = F���
Aw1

2

�w0
4 �25�

Note if w0=w1, Eq. �25� reduces to Eq. �24�.
Using Eq. �25� with the analyses in Sec. 2.2 �multilayer analy-

sis, Eqs. �9�–�11�� and Sec. 2.3 �modulation analysis, Eqs. �15�
and �16��, a one-dimensional frequency-domain model �1Df� is
obtained. The 1Df and Axf for the Al/Si and Al /SiO2 systems in
Fig. 3 are compared in Fig. 4. The calculations of the Axf and 1Df
are identical for the Al/Si and Al /SiO2 systems over the delay
times of interest. In addition, the 1Df fit to the data and best fits
that are determined are identical to those found using the Axf �see
Fig. 3 caption�. This means that the discrepancy between the mod-
els shown in Fig. 3 is due to pulse accumulation and not dimen-
sionality. This is intuitive, since the only difference between the
development of the 1Dt and the 1Df is the analysis that accounts
for the modulated heating event and pulse accumulation, and
therefore, given purely cross-plane thermal transport, the 1Dt and
1Df will only differ if pulse-to-pulse residual heating cannot be
ignored; this aspect of pulse accumulation is treated in detail by
Schmidt et al. �4�. Therefore, a 1D assumption is appropriate for
thermal analyses of TTR data on film/substrate systems at modu-
lation frequencies of 11 MHz. This ensures that at 11 MHz the
cross-plane properties of material systems are measured.

5 Condition for One-Dimensional Transport
To examine the regimes where one-dimensional, cross-plane

transport dominates the thermal processes, we calculate the ratio
of the 1Df signal to the Axf signal as a function of heating event
modulation frequency. We define the signals as the ratio of the real
to imaginary temperature rises predicted from the models,
−TRe /TIm. This parallels the ratio of lock-in signals previously
discussed—i.e., −X /Y. Figure 5 shows the predictions of the ratio
of the 1Df to Axf signals assuming a 15 �m probe spot radius.
Figure 5�a� shows the calculations assuming a 1:1 pump/probe
radius ratio �i.e., 15 �m pump radius� and Fig. 5�b� shows results
assuming a 5:1 ratio �i.e., 75 �m pump radius�. We consider
modulation frequencies that are typical in TTR experiments—10
kHz–20 MHz. For these simulations, we assume an 100 nm Al
film on a semi-infinite substrate with various thermal diffusivities,
D=� /C as indicated in the figure, and a constant thermal bound-
ary conductance of 50 MW m−2 K−1. The Al thermal properties
are assumed as bulk and listed in Table 1.

Fig. 4 Comparison of 1Df and Axf for a 100 nm Al film on a Si
and glass substrate using the material properties determined
from the fit in Fig. 3. The 1Dt and Axf are identical for these two
material systems.
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We define an “acceptable” range to assume one-dimensional
cross-plane transport when the 1Df signal ratio is within 90% of
the Axf signal ratio; this factor is indicated in Fig. 5 by the hori-
zontal dashed line. When considering the same pump and probe
spot sizes �Fig. 5�a��, one-dimensional transport is achieved at
modulation frequencies above 500 kHz except when the substrate
material has diffusivities comparable to that of diamond �D�1
�10−3 m2 s−1�, in which case radial transport must be taken into
account at modulation frequencies as high as 2 MHz. An interest-
ing aspect of dimensionality in transport is observed in the lowest
diffusivity calculations �diffusivities comparable to SiO2, �D�1
�10−6 m2 s−1��. As the diffusivity of the substrate decreases from
that comparable to diamond, the trends in the comparative ratio
follow similar patterns; lower diffusivities mean one-dimensional
transport can be assumed, and the curvature as a function of fre-
quency follows similar trends. However, in low diffusivity sub-
strates, the curvature as a function of frequency does not resemble
that of the other diffusivity curves. This is due to the fact that as
frequency decreases the thermal penetration depth becomes
smaller, such that the density of heat deposited in the Al film is
larger. In a nonconducting substrate, radial diffusion in the con-
ducting Al film spreads heat much more quickly than in the sub-
strate, so that the effect of radial spreading in the Al film affects
the dimensionality of the heat flow in the film substrate system as
more heat is deposited in the Al film �i.e., as the thermal penetra-
tion depth decreases�. To test this analysis, we repeat these same
calculations assuming that the Al film has a thermal conductivity
that is 10% of bulk, and, as shown in Fig. 5�a�, the trends follow
those of the higher diffusivity substrates. This could lend insight
into a unique experimental study in which to determine the in-
plane thermal conductivity of thin-metal films. Figure 5�b� shows
the same calculations in Fig. 5�a� only assuming a 5:1 pump-to-
probe spot size ratio. As expected, the effect of radial heating is
less severe as the pump spot size increases. This leads to a general

conceptual conclusion that to ensure purely one-dimensional ther-
mal transport, the heating event should be modulated at high
frequencies and deposited over a large area �heat deposited in
system should resemble a short, fat cylinder�. The inset of Fig.
5�b� shows the 1Df/Axf ratio for an 100 nm Al film on graphite,
a highly anisotropic system in which radial measurements
were recently performed with TTR by Schmidt et al. �4�. For
the graphite calculations, we assume �z=5.7 W m−1 K−1, �r
=1950 W m−1 K−1, C=1.56 MW m−2 K−1, and GAl/graphite
=50 MW m−2 K−1 �4,31�. The calculations are performed for
three pump-probe spot size ratios—10:1, 5:1, and 1:1. In graphite,
the effects of radial heating become apparent at higher modulation
frequencies than in isotropic structures, which is intuitive since
the in-plane �radial� direction is much more conductive than the
cross-plane direction.

Using this conceptual conclusion, we define a nondimensional
number H to determine when one-dimensional heating can be
assumed, given by

H =
w0 + �r

�z
�26�

where w0 is the radius of the heating event, �r is the distance the
heat travels in the radial direction �i.e., an effective thermal
spreading distance�, and �z is the thermal penetration depth in the
cross-plane direction. Where the cross-plane thermal penetration
depth is defined as �z=�2Dz /�0, the thermal spreading distance
can be derived to take a similar form as �r=�2Dr /�0 where Dr is
the diffusivity in the radial direction. To ensure one-dimensional
thermal transport, H�1. For an isotropic material, the condition
for one-dimensional transport is

H =
w0

�
� 1 �27�

Fig. 5 Ratio of the 1Df signal to the Axf signal as a function of heating event modulation
frequency where the signals are defined as the ratio of the real to imaginary temperature rises
predicted from the models, −TRe/TIm. An acceptable range to assume one-dimensional cross-
plane transport is defined as when the 1Df signal ratio is within 90% of the Axf signal ratio as
indicated by the horizontal dashed line. „a… Calculations assuming a 1:1 pump/probe radius
ratio „i.e., 15 �m pump radius… shows that one-dimensional transport is achieved at modula-
tion frequencies above 500 kHz except when the substrate material has diffusivities compa-
rable to that of diamond „DÈ1Ã10−3 m2 s−1

… , in which case radial transport must be taken into
account at modulation frequencies as high as 2 MHz. „b… Calculations assuming a 5:1 ratio „i.e.,
75 �m pump radius…. Radial heating is less apparent as the pump spot size increases. The
inset of „b… shows the 1Df/Axf ratio for an 100 nm Al film on graphite for three pump-probe spot
size ratios—10:1, 5:1, and 1:1.
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As previously discussed and following from Eq. �27�, to ensure
one-dimensional transport, a large heating spot size and a small
thermal penetration depth �high frequency� are desired.

6 Multilayer Films
To test the effects of radial conduction on thermal conductivity

measurements in thin films, we grew and deposited a series of
thin-metal and dielectric films �75 nm Pt, 51 nm SiO2, 46 nm
SiNx, and 232 nm SiNx films� on polished Si �100� substrates with
1 � cm resistivity, capped with an 80 nm film of Al for our TTR
transducer layer. All metal films were deposited using electron
beam evaporation, with the Pt metal film requiring a 3 nm chro-
mium adhesion layer. Before the Pt deposition, the Si substrate
was subjected to a dilute hydrofluoric acid �HF� dip. The SiO2
film consisted of a dry thermal oxide, and the low pressure chemi-
cal vapor deposition �LPCVD� SiNx films were deposited in a
low-stress �100 MPa� state. A standard RCA clean was performed
on the Si substrates before the growth and deposition of the SiO2
and SiNx films.

Before measuring the thermal properties of these film systems,
we analyze the sensitivity of the models to the various thermal
boundary conductances and thermal conductivities that will be
driving the TTR signal using Eq. �21�. Figure 6 shows the mea-
surement sensitivities of the Axf to the various thermal conduc-
tances in the Al/Pt/Si sample. Although the Pt sample is 75 nm,
since the conductivity is unknown, we model four different sce-
narios to show the range of sensitivities: �a� 20 nm Pt film with
�=10 W m−1 K−1, �b� 20 nm Pt film with �=71.6 W m−1 K−1,
�c� 100 nm Pt film with �=10 W m−1 K−1, and �d� 100 nm Pt
film with �=71.6 W m−1 K−1. In the thinner Pt film cases ��a�
and �b��, the sensitivity to the thermal conductivity is small, with
a nearly zero sensitivity to the Pt thermal conductivity in the high
conductivity case. In this case, the thermal signal will be domi-
nated by G at the Pt/Si interface and �Si. As the thickness of the
Pt film is increased, the sensitivity to the thermal conductivity of

the film increases. In addition, as the film conductivity decreases,
the sensitivity increases. This is intuitive since a thicker, less con-
ductive film will offer more thermal resistance.

Where the Pt thin film is relatively thermally conductive, the
SiNx and SiO2 films are expected to be substantially less conduc-
tive. Therefore, the sensitivity of the TTR signal to a nonconduc-
tive film is shown in Fig. 7. The thermal response is still relatively
sensitive to the underlying Si substrate thermal conductivity for a
50 nm SiO2 film and also sensitive to the SiO2 /Si thermal bound-
ary conductance, as seen in Fig. 7�a�. However, increasing the
thickness of the SiO2 film to 250 nm causes the thermal response
to be completely insensitive to the properties of the substrate �Fig.
7�b��. For comparison, Fig. 7�c� shows the thermal response when
the 250 nm SiO2 film is replaced with a conductive Pt film of the
same thickness. Note that the thermal signal becomes very sensi-
tive to the Si interfacial conductance and conductivity since the Pt
film offers very little resistance to the thermal circuit.

TTR data on these samples were taken at 11 MHz pump modu-
lation frequency; a summary of the TTR fitting results is summa-
rized in Table 2. For the Pt system, since the thermal measurement
is relatively insensitive to the Pt conductivity, we estimate �Pt
from electrical resistivity measurements as 40.5 W m−1 K−1.
Note that any errors in the Pt thermal conductivity do not propa-
gate into the other reported results on this system since the
measurement is relatively insensitive to �Pt with conductivity
of this order of magnitude �see Fig. 6�. We take GPt/Si as
140 MW m−2 K−1 �13� leaving GAl/Pt as the only free parameter
that we determine as 290 MW m−2 K−1. This result is quite sur-
prising as the measured G at the Al/Pt interface is approximately
the same as those measured at Al/semiconductor interfaces �13�
and over an order of magnitude less than the conductance mea-
sured at Al–Cu metal-metal interfaces. The reduction in the mea-
sured GPt/Si from the previously measured GAl/Cu �8� could be due
to the band structures of the two metals comprising each interface.
Both Al and Cu are free electron metals, and the electrons in the

Fig. 6 Sensitivities of the Axf as a function of pump-probe delay time for four different Pt films
of varying thickness and thermal conductivity. The various conductivities assumed for the Pt
films are listed in the figures. Other parameters used for these calculations are GAl/Pt
=500 MW m−2 K−1, CPt=2.85 MJ m−3 K−1 , and GPt/Si=140 MW m−2 K−1 . The properties used for
the Al film and bulk Si substrate are listed in Table 1.
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parabolic conduction bands contribute to thermal conduction.
These relatively low effective masses of the electrons lead to low
electrical resistivities, and so the thermal boundary conductance
between the low electrically resistive free electron metal will be
large. However, Pt is much more electrically resistive than copper,
and it has a complicated band structure with relatively flat d-bands
overlapping the Fermi surface. Although the low electrical resis-
tivity of the Pt will reduce GAl/Pt to below that of GAl/Cu, the
presence of s-band electrons in Al interacting with d-band elec-
trons in Pt can cause phonon emission for momentum conserva-
tion leading to an additional electron-phonon resistance that
would decrease GAl/Pt to values similar to GPt/Si.

The TTR signals of the three other thin film samples �51 nm
SiO2, 46 nm SiNx, and 232 nm SiNx� are primarily dominated by
the thermal conductivity of the film. The heat capacity for SiNx
used in the fit is CSiNx

=1.65 MJ m−3 K−1 �31�. The thermal con-
ductivity of the 232 nm SiNx film was measured as
3.5 W m−1 K−1, with GAl/SiNx

as 110 MW m−2 K−1. Using this
value for GAl/SiNx

in the fit of the 46 nm SiNx film, we determine
the thermal conductivity of the 46 nm SiNx film as
3.1 W m−1 K−1 with GSiNx/Si as 50 MW m−1 K−1. Finally, we de-
termine the thermal conductivity of the SiO2 film as
1.2 W m−1 K−1, with GAl/SiO2

as 100 MW m−1 K−1 and GSiO2/Si

as 20 MW m−1 K−1. The values for thermal conductivity of the

thin dielectric films are slightly higher than previously reported
measurements �30�, which is expected due to the higher quality of
the films in this study. In addition, the values for thermal bound-
ary conductance agree well with previously reported values for
metal/dielectric interfaces, but are lower for the dielectric/
dielectric interface conductances �30,32�.

All properties determined from TTR fits with the Axf were also
fitted with the 1Df to determine the effect of dimensionality. In all
scenarios in this work, the Axf and 1Df yielded the exact same
result, indicating that the thermal transport was completely 1D
�cross plane�. This is expected for these samples since the pump
modulation frequency is 11 MHz and the thermal response is al-
most entirely cross plane, as apparent from the analysis in Sec. 5
�see Fig. 5�. At the high pump modulation frequency used in this
work �11 MHz�, the thermal penetration depth is relatively small;
the multilayer samples measured in this section yield H
�10–100�1, which ensures that the TTR measurements are
probing the cross-plane transport. A lower modulation frequency
would lead to a larger penetration depth, which could lead to
significant radial heating depending on the spot size �4�.

7 Conclusions
This paper examines the assumption of one-dimensional heat-

ing and pulse accumulation on G and � determination in nano-
structures using a pump-probe transient thermoreflectance tech-
nique. The traditionally used one-dimensional and axially
symmetric cylindrical conduction models are reviewed in Sec. 2,
along with the lock-in response that takes into account pulse ac-
cumulation and residual heating. To test the assumptions of the
models, experimental data of Al films on bulk substrates �Si and
glass� are taken with the TTR technique described in Sec. 3. The
sensitivity of the Axf to the various thermophysical parameters is
discussed in Sec. 4, along with the fitting algorithm and assump-
tions. To determine the error associated with assuming one-
dimensional thermal transport, the Axf is compared with a one-

Fig. 7 Sensitivities of the Axf as a function of pump-probe delay time for two
SiO2 films with thicknesses of „a… 50 nm and „b… 250 nm. The thermal response
with these insulative films is relatively insensitive to the thermal conductivity
of the substrate over the pump-probe delay time. For comparison, the sensitiv-
ity of using a conductive Pt film of 250 nm is shown in „c…. The thermal prop-
erties for the 250 nm Pt film are assumed bulk „see Fig. 5…, and the other
parameters assumed for these calculations were GAl/Pt=500 MW m−2 K−1, CPt
=2.85 MJ m−3 K−1 , and GPt/Si=140 MW m−2 K−1.

Table 2 TTR measurements on multilayer thin film samples

G12
�MW m−2 K−1�

�2
�W m−1 K−1�

G23
�MW m−2 K−1�

Al/75 nm Pt/Si 290�150 40.5 140
Al/232 nm SiNx /Si 110 3.5�0.2 -
Al/46 nm SiNx /Si 110 3.1�0.1 50�2.8
Al/51 nm SiO2 /Si 100 1.2� .1 20�4.0
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dimensional frequency-domain model. This analysis is extended
to thin film multilayer structures. Results show that at 11 MHz
modulation frequency, thermal transport is indeed one dimen-
sional. Error among the various models arises due to pulse accu-
mulation and not accounting for residual heating.
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Nomenclature
A � power absorbed at the sample surface, W
C � heat capacity, J m−3 K−1

D � thermal diffusivity, m2 s−1

d � film thickness, m
F � change in temperature in Hankel space, K
G � thermal boundary conductance, W m−2 K−1

H � nondimensional number to determine when
thermal transport is primarily one dimensional

J0 � zeroth order Bessel function
k � transform variable, m−1

� � thermal penetration depth, m
M � index in frequency-domain representation of

lock-in transfer function
m � index in time-domain representation of lock-in

transfer function
n2 � extinction coefficient
p � thermophysical property of interest
Q � energy per pulse, J
R � magnitude of lock-in signal
r � direction radial to sample surface, m
S � sensitivity
t � time, s

tm � heating event time, s
w � 1 /e2 laser spot radius, m
X � real component of lock-in frequency response
Y � imaginary component of lock-in frequency

response
z � direction normal to the sample surface, m

Greek Symbols
� � change in
� � proportionality constant in lock-in transfer

function
� � measured change in temperature, K
� � thermal conductivity, W m−1 K−1

� � laser wavelength, m

 � phase of lock-in signal
� � angular frequency, rad s−1

� � optical penetration depth, m
� � pump-probe delay time, s

Subscripts
0 � pump
1 � layer 1 �top layer/metal film�
2 � layer 2

12 � from layer 1 to layer 2
B � bottom

c � corrected for electronic noise
Im � imaginary

p � probe
r � radial

Re � real
s � laser system
T � top
z � cross plane
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A Meshless Finite Difference
Method for Conjugate Heat
Conduction Problems
A meshless finite difference method is developed for solving conjugate heat transfer
problems. Starting with an arbitrary distribution of mesh points, derivatives are evalu-
ated using a weighted least-squares procedure. The resulting system of algebraic equa-
tions is sparse and is solved using an algebraic multigrid method. The implementation of
the Neumann, Dirichlet, and mixed boundary conditions within this framework is de-
scribed. For conjugate heat transfer problems, continuity of the heat flux and temperature
are imposed on mesh points at multimaterial interfaces. The method is verified through
application to classical heat conduction problems with known analytical solutions. It is
then applied to the solution of conjugate heat transfer problems in complex geometries,
and the solutions so obtained are compared with more conventional unstructured finite
volume methods. The method improves on existing meshless methods for conjugate heat
conduction by eliminating spurious oscillations previously observed. Metrics for accu-
racy are provided and future extensions are discussed. �DOI: 10.1115/1.4001363�
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1 Introduction
During the last three decades, computational fluid dynamics

�CFD� has become an integral part of industrial practice. The de-
velopment of sophisticated computer aided design �CAD� tools
for geometry creation, unstructured solution-adaptive meshing, as
well as versatile unstructured solution techniques, have signifi-
cantly expanded the use of CFD. Despite these successes, it is
widely acknowledged that mesh generation remains the single
biggest bottleneck to the future expansion of CFD for complex
industrial problems. Mesh generation may account for as much as
80% of user time, and the inability to generate good meshes com-
promises solution stability and accuracy. As a result, there has
been a great deal of interest in developing meshless methods for
computational fluid dynamics in order to eliminate the mesh gen-
eration step altogether.

Though meshless methods have been an active area of research
for the last decade, their applications have been primarily in the
area of solid mechanics. Belytschko et al. �1� presented an exten-
sive review of this field. Li and Liu �2�, and Babuška et al. �3�
presented a more recent review of the subject. Meshless methods
can be broadly categorized as particle �Lagrangian� methods and
element-free Galerkin methods. The smoothed particle hydrody-
namics �SPH� method, introduced by Lucy and Monaghan �4,5�,
is one of the oldest particle methods. Originally used for astro-
physics simulations, it has been used also in fluid flow simulation.
However, the method lacks consistency for an unstructured distri-
bution of points �1�. Duarte and Oden presented the hp-cloud
method �6�, which has been used in solid mechanics, along with
various other mesh-free Galerkin methods �1�. These methods
have the drawback of requiring a background mesh to carry out
quadrature, diminishing some of the advantages of meshless tech-
niques. Another class of meshless methods is based on the finite
difference technique. Finite difference methods �FDMs� compute
for the partial derivatives appearing in a governing equation di-

rectly. Traditionally, finite difference methods have been limited
to structured or body-fitted meshes. However, the discretization
obtained using the FDM is based on a Taylor series expansion,
which is valid in the neighborhood of a given point. This idea can
now be used to construct a discretization of the governing equa-
tion using a random distribution of points. Oñate et al. �7,8� pre-
sented such an idea using a weighted least-squares method to
obtain approximations to the derivatives and presented a stabilized
finite point method �FPM� to solve the convection-diffusion equa-
tion. They provided a description of how to compute for the sta-
bilization parameter in Ref. �9�. In Ref. �10�, Idelsohn et al. gen-
eralized the least-squares idea to finite element methods �FEMs�,
and explored its application to incompressible flow using a time-
splitting technique in Refs. �11–13�. In Ref. �14�, they extended
the time-splitting technique to a particle method to simulate free
surface flows. Compressible flows were dealt with in Ref. �15�.
Aluru and Li �16� introduced the finite cloud method, which com-
bines collocation with a fixed kernel technique for the construc-
tion of interpolation functions.

Conjugate heat conduction has been studied within a weighted
least-squares framework in Refs. �17,18�. Here, published meth-
ods differ in the way in which interface heat transfer is handled.
Sadat et al. �17� proposed a two-stage weighted least-squares
�WLS� method in which the flux km�T is computed at each point
first, and the divergence of this quantity is computed numerically
at each point to obtain the discretization. This technique is prone
to checkerboarding, as is known from established CFD methods,
since both the first and second derivatives are evaluated at the
same mesh point. At the interface, the heat flux is computed using
one of the thermal conductivites of the two domains, and its de-
rivative then computed for inclusion in the diffusion equation. The
answer computed would differ depending on which the thermal
conductivity value was used at the interface �18�. The method was
found to produce oscillatory temperature profiles for high conduc-
tivity ratios, of the order of 100. Fang et al. �18� built it based on
Ref. �17�. They also used the two-stage idea, but restricted the
stencil of points for temperature gradient evaluation to the side of
the interface under consideration. The heat fluxes from the two
sides of the interface were averaged to obtain the average inter-
face heat flux, which was then used in the second stage of the
weighted least-squares scheme to compute for the second deriva-
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tives. The discretization still computes for the first and second
derivatives at the same mesh point, making the method still prone
to checkerboarding.

In the current work, WLS discretization is applied to solution of
conjugate heat conduction problems. A second-order discretiza-
tion scheme is developed for steady conduction problems in do-
mains with spatially varying thermal conductivity, both continu-
ous and discontinuous. The resulting discrete algebraic equations
are solved using an algebraic multigrid �AMG� method. The
method is shown to work well by comparisons to analytical solu-
tions and to solutions obtained using conventional unstructured
finite volume techniques. In the remainder of the paper, the gov-
erning equations and boundary conditions for the problem under
consideration are first presented. Details of the discretization pro-
cedure, the order of accuracy of the method, and the solution
technique used to solve the resulting linear system are described
in Secs. 3 and 4. Implementational issues are addressed in Sec. 5.
Results obtained using this method are then presented and include
comparisons with benchmark solutions and the application of the
method to a heat conduction problem in a domain consisting of
materials of different thermal conductivity. Finally, conclusions
are drawn, and directions for future work are discussed.

2 Governing Equations and Boundary Conditions
We consider the steady heat diffusion equation in a two-

dimensional domain. The domain consists of different materials
with distinct thermal conductivities, and the thermal conductivity
in each subdomain is allowed to vary as a function of the position
or temperature. The domain is divided on the basis of the material
into regions �m �m=1,2. . .�. We denote the interface between
regions l and m by ��lm. The governing equations for region m
may then be written as

km�2Tm + �km · �Tm + s = 0 in �m �1�
In a two-dimensional domain, the above equation can be written
as

km� �2Tm

�x2 +
�2Tm

�y2 � +
�km

�x

�Tm

�x
+

�km

�y

�Tm

�y
+ s = 0 in �m �2�

At the interface between two materials l and m, continuity of
temperature implies

Tl = Tm �3�
Furthermore, the balance of heat fluxes requires

− kln · �Tl = − kmn · �Tm �4�
The above equations are subject to the boundary conditions im-
posed on the external boundary of the domain ��. The boundary
conditions may be of Dirichlet, Neumann, or mixed type. In gen-
eral, they may be represented as

akmn · �Tm + bTm = g�x��� �5�

where m is the index of the material bordering the boundary. The
coefficients a and b may be varied to obtain the various boundary
conditions mentioned above. g�x� is a space-dependant function.

3 Numerical Method
The numerical method is based on a WLS interpolation. The

idea is to fit, in the least-squares sense, a polynomial of required
degree to a stencil of neighbors �19�. The resulting polynomial
coefficients can then be used to compute for the approximations to
the derivatives that appear in the governing equations. Consider a
point �xp ,yp� at which the WLS interpolation is to be computed.
Let �xi� ,yi�� �i=1,2 , . . . ,N� be the set of points used for construct-
ing the WLS approximation. Let uh�x ,y� be the approximation to
the function u�x ,y�= f�x ,y�− f�xp ,yp� in the neighborhood of the
point �xp ,yp� containing the points �xi� ,yi��. The objective of a
WLS interpolation is to project the function u�x ,y� onto the space

spanned by the basis functions pi�x ,y� �i=1,2 , . . . ,P� and mini-
mize the weighted residual. The WLS method for two dimensions
is presented here. The basis functions chosen for this work admit
for an interpolation of second-order accuracy and are given by

p1�x,y� = x − xp

p2�x,y� = y − yp

p3�x,y� = �x − xp�2

p4�x,y� = �y − yp�2

p5�x,y� = �x − xp��y − yp� �6�

Note that p0=1 has been omitted since we are interpolating for
u�x ,y�= f�x ,y�− f�xp ,yp�. The number of polynomials in the basis
will depend on the order of the interpolation and the dimension of
space involved. For example, a similar basis for second-order in-
terpolation in three dimensions will include the additional poly-
nomials p�x ,y ,z�=z−zp, p�x ,y ,z�= �z−zp��x−xp�, p�x ,y ,z�= �y
−yp��z−zp�, and p�x ,y ,z�= �z−zp�2. Let the cardinality of the set
of polynomials that form the basis be P. In order to obtain a WLS
fit, it is required that N� P. The WLS approximation to a function
u�x ,y� is given by

uh�x,y� = â · p̂�x,y� �7�

where â is the coefficient vector of size �P�1� and p̂�x ,y� de-
notes the �P�1� vector obtained by computing the polynomials in
the basis at any point. From now on, we adopt the notation of
representing vectors by hatted variables. For example, function uh

evaluated at the N neighbors is denoted by ûh. Representing x
−xp by �x, etc.

p̂�x,y� = ��x �y �x2 �y2 �x�y �T �8�

The aim of the WLS procedure is therefore to compute for â in
order to minimize the error between û�x ,y� and ûh�x ,y� in a
weighted residual sense. Define the discrete weighted error be-
tween û�x ,y� and ûh�x ,y� as

J � �
i

N

w�ri��uh�xi,yi� − u�x,y��2 �9�

The coefficient vector â can now be computed using the N points
�xi� ,yi�� so as to minimize the error defined above. Let W represent
the weight matrix, which is a �N�N� diagonal matrix

W =	
w1 0 0 ¯ 0

0 w2 0 ¯ 0

0 0 w3 ]

] 0 0 � 0

0 ¯ 0 0 wN



where

wi = w�ri� i = 1, . . . ,N

ri = ��xp − xi�2 + �yp − yi�2

The weight function used in this work is an exponential function
and w�ri� is defined as

w�ri� = e−�3ri/h�2

where h is the radius, which contains all the neighbors �xi� ,yi��
about point �xp ,yp�, which is called the smoothing radius. The
weight function serves to minimize the contribution of points far
off from �xp ,yp�. Let ûh be the �N�1� vector obtained by evalu-
ating the approximation function at the N neighbor points. The
weighted error vector is now made orthogonal in the discrete
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sense to the function space spanned by the basis functions. We
define F to be the �N� P� array with respect to which the
weighted error vector is orthogonalized. In two dimensions and
for second-order accuracy, F is given by

F =	
x1 y1 x1

2 y1
2 x1y1

x2 y2 x2
2 y2

2 x2y2

] ] ] ] ]

xN yN xN
2 yN

2 xNyN



The error minimization equation then reads

�Fâ�T�W�Fâ − û�� = 0 ⇒ �Fâ�TWFâ = �Fâ�TWû

Premultiplying by �Fâ� and canceling the scalar coefficient results
to

WFâ = Wû

Premultiplying now by FT, we obtain an equation in which â is
multiplied by an invertible matrix FTWF, which gives an equation
for determining the coefficient vector â

â = �FTWF�−1�FTW�û �10�

Comparing the WLS approximation hence obtained and the Taylor
series about the point �xp ,yp�

f�x,y� = f�xp,yp� +
� f

�x
�x +

� f

�y
�y +

�2f

�x2�x2 +
�2f

�y2�y2

+ 2
�2f

�x � y
�x�y + . . .

uh�x,y� = f�x,y� − f�xp,yp� = a1�x + a2�y + a3�x2 + a4�y2

+ a5�x�x �11�

the required derivatives are thus obtained. For sake of elucidation,
let us study how a1 is obtained. Let �FTWF�−1�FTW� in Eq. �10�
be represented by C �where C is a P�N matrix.� Denote the first
row of C by C1. Hence, C1 is a 1�N vector. a1 is then given by
the product of

a1 = C1û

Similarly other ai may be found. Comparing now to the Taylor
series

a1 =
� f

�x
= C1û

The right hand side above is a product between a �1�N� row
vector and a �N�1� column vector. Denoting each element of C1

as a1
pi, the above vector product can be expressed as the sum

a1 = �
i=1

N

a1
piui

Therefore, for the steady diffusion equation, the discretization
process leads to a system of equations of the type

�
i=1

N

a3
pi�Tm

i − Tm
p � + �

i=1

N

a4
pi�Tm

i − Tm
p � = bp �12�

where summation over all neighbors of point p is implied. a3
pi here

denotes a3 �which is the �2f /�x2 operator� computed at point p
and so on. From now on, the coefficients stemming from operators
for different derivatives will not be distinguished, and will all be
represented by api. A drawback of the method is that the discreti-
zation procedure does not assure positivity of all api.

4 Boundary and Interface Conditions
We now turn our attention to implementation of boundary and

interface conditions. The domain is divided into three types of
mesh points: interior, boundary, and interface. Dirichlet bound-
aries are simple to handle. The value of the function at Dirichlet
boundary points is known, and hence, no discretization equation is
written for these points. For Neumann boundary points, where the
slope of the function is specified, an equation similar to Eq. �12�
arises. For example, consider the implementation of

n · �f = 0

on a boundary point. Expanding the equation above, we obtain in
two dimensions

nx

� f

�x
+ ny

� f

�y
= 0

Thus, substituting the discrete form for each of the derivatives
appearing in the boundary condition, we obtain an equation simi-
lar to Eq. �12�. Mixed boundary conditions are handled similarly.

We now turn to the interface between two different materials.
Our method differs from existing methods primarily in the manner
in which the interface points are treated. Sadat et al. �17� evalu-
ated an approach in which the gradient �k in Eq. �1� was evalu-
ated using weighted least-squares, even across interfaces, result-
ing in large errors as the degree of heterogeneity increased.
Subsequently, Sadat et al. �17� and Fang et al. �18� developed a
two-stage WLS procedure, whereby the first stage computed k�T
at the interface and the second stage evaluated its derivates for
direct substitution into the heat diffusion equation. In our proce-
dure, Eq. �1� is solved only in the bulk of each material, using
mesh points only within the relevant subdomain. At the interface,
we explicitly impose temperature and flux continuity. This is done
by placing mesh points on the interface, ensuring the continuity of
the temperature. A finite difference implementation of Eq. �4� at
the interface points determines the interface temperature. Care is
taken to ensure that each side of Eq. �4� employs mesh points only
in the corresponding subdomain. This approach does not require
the use of sharply varying functions to capture the thermal con-
ductivity variation across the interface. Also, since a two-stage
procedure colocating first and second derivatives is not used, the
current method avoids the checkerboarding problem.

In our implementation, the heat flux from material l is set equal
to that from material m by computing for the discrete one-sided
heat fluxes and equating them to each other. This results in a
discrete equation of the form

− kl�
i

Nl

api�Tl
i − Tp� = − km�

i

Nm

api�Tm
i − Tp� �13�

where Tp is the interface temperature, Tl
i is the temperature of the

ith neighbor of material type l, and Tm
i is the temperature of the ith

neighbor of material type m. api denotes the discrete first deriva-
tive operator dotted with the normal at the interface.

4.1 Accuracy of the Method. The method can capture all
polynomials/functions included in the basis of the method. Hence,
for the basis used, we obtain second-order accuracy. Further, by
including suitable functions in the basis, functions with disconti-
nuities can be captured by using this method. The interface con-
dition, however, uses a first order interpolation. Hence, the order
of accuracy of the method is less than the second order for prob-
lems involving multiple materials.

5 Implementation
The method has been implemented using a C�� code that uses

a tree representation of mesh point data structures, enabling an
efficient search for neighbors �20�. The utility of the WLS method
lies in the fact that it allows easy addition or removal of points,
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since only the tree structure needs to be updated. This possibility
has been kept in mind when implementing the method in the code.
A central element of the solution algorithm involves first search-
ing for all neighbors of a point �xp ,yp� in a circle of radius h. For
conjugate heat conduction problems, only like-material neighbors
are searched for. Once a stencil of neighbors has been found, the
coefficient vector â must be found. The coefficient vector â is
stored as a vector of operators in each mesh point data structure. It
is found using Eq. �10�. The inversion is carried out using a
Gaussian elimination method. N is typically around 8 in a two-
dimensional geometry, making the operation computationally in-
expensive. Having obtained the coefficients â, the system of equa-
tions for the heat conduction problem is set up. Since neighbor
indices can be arbitrary, an efficient storage strategy for the result-
ing sparse matrix is needed. The compressed row storage format
has been used in this work. The system of equations thus obtained
is now solved using the AMG method described in Refs. �21,22�.
The WLS procedure does not guarantee that the coefficients in Eq.
�12� are positive. Iterative methods require diagonal dominance to
guarantee convergence. To guarantee diagonal dominance, terms
appearing with negative coefficients are shifted to the source term.
Thus Eq. �12� is rewritten as

�
i=1

N�

api�Tm
i − Tm

p � + �
i=1

N�

api�Tm
i − Tm

p � = bp �14�

where N� is the number of negative coefficients and N� is the
number of positive coefficients, with N�+N�=N. The terms on
the left hand side with api�0 are shifted to the right hand side and
evaluated at the prevailing values of the temperature

�
i=1

N�

api�Tm
i − Tm

p � = bp − �
i=1

N�

api�Tm
i − Tm

p �� �15�

The right hand side is updated in an outer loop once per outer
iteration, while the AMG solves the equation set with a fixed right
hand side within the outer iteration. This procedure restores posi-
tivity of all coefficients in the nominally linear equation system
and guarantees diagonal dominance of the modified coefficient
matrix; however, multiple outer iterations are necessary, even for
linear problems. This treatment was found to be necessary to ob-
tain convergence for problems with high conductivity ratios.

6 Results
First, the dependence of interpolation accuracy on the smooth-

ing radius and the sharpness of the Gaussian weight function is
tested. Then, a number of conduction problems are computed here
to establish the numerical characteristics of the method. The
method is first tested against benchmark solutions for conduction
in a domain of constant conductivity, with both uniform and non-
uniform distributions of points. Thereafter, a simple one-
dimensional conjugate conduction problem is studied. Finally, the
method is applied to a domain with distributed regions of materi-
als with different conductivities, and the computed solutions are
compared with results obtained using the commercial software
FLUENT �23�.

6.1 Problem 1: Influence of the Interpolation Parameters.
The interpolation technique developed in this work depends on
two parameters: the smoothing radius of a point and the sharpness
of the Gaussian weight function. The smoothing radius h of a
point is governed by the minimum number of points to be in-
cluded in the stencil, which is a user input. In general, the smooth-
ing radius varies from point to point. For robustness, it is desired
that the method be relatively insensitive to variation in the
smoothing radius. Simultaneously, the sharpness of the Gaussian
weight function influences the condition number of the matrix that
is inverted in order to obtain the coefficients for various deriva-
tives �Eq. �10��. A weight function that falls to zero too quickly

would discard all information provided by points that are at a
greater radial distance. The sharpness of the Gaussian depends on
�, since this parameter governs the rate of decay of the weight
function

w�r� = e−��r/h�2

In this section, we explore the influence of both h and � on the
accuracy of the interpolation. In order to do so, the second deriva-
tive with respect to x and y are computed for a known function,
namely

f�x,y� = x2�1 + x� + y2�1 + y�

�2f

�x2
exact

= 2�1 + 3x�

�2f

�y2
exact

= 2�1 + 3y�

and the competed values are compared with the analytical ones.
The average root mean squared �rms� percent error of the interpo-
lation is defined as

	 = 100 � �1


�



�� �2f

�x2
computed

−
�2f

�x2
exact

�/
�2f

�x2
exact


2�1/2

�16�

and similarly for the y-derivatives. First, the minimum number of
points in a stencil is varied to change the smoothing radius, keep-
ing the parameter � fixed at 3. The variation in 	 with the mini-
mum number of neighbors in the stencil is shown in Fig. 1. The
value of h marked at the symbols is the average smoothing radius
for all the points in the domain. The computational domain is a
nonuniform distribution of 906 interior points. It is seen that the
error does not vary significantly over the range of smoothing radii.
This is a favorable property of the interpolation technique, imply-
ing that small differences in the smoothing radius do not affect the
accuracy greatly.

We now study the variation in the accuracy with the sharpness
of the Gaussian weight function. The same computational domain
is chosen as the one above, and the minimum number of neigh-
bors in a stencil is held fixed at 7. We choose �=2, 3, and 4. The
resulting variation in the error of the interpolation is shown in Fig.
2. The error increases for �=4 as expected. However, this change

Min. no. of neighbors

ε

7 8 9 10 11 12
0.65

0.7

0.75

0.8

0.85

y derivative

x derivative

h = 0.075

h = 0.061

h = 0.062

h = 0.063

h = 0.068

h = 0.071

Fig. 1 Problem 1—variation in the rms percent error with the
number of neighbors „�=3…

081303-4 / Vol. 132, AUGUST 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



again is not very significant. This implies that the performance of
the interpolation is fairly robust and not very sensitive to varia-
tions in the input parameters.

6.2 Problem 2: Conduction in a Domain With a Single
Material

6.2.1 Constant Conductivity Material. The method is first ap-
plied to a problem for which the analytical solution is known. The
problem chosen is heat conduction in a constant conductivity
square domain with all Dirichlet boundary conditions. The domain
is a unit square with corner coordinates �0,0�, �0,1�, �1,0�, and
�1,1� The temperature boundary condition at all but the x=1
boundary is T=0. On x=1, the temperature profile is given by

T�x = 1,y� = sin �y

The steady state solution for this problem is given by

Tex�x,y� =
sin �y sinh �x

sinh �

This solution was chosen to benchmark the results since the solu-
tion is not a polynomial, and the boundary conditions do not im-
pose a discontinuity, defining the residual for each iteration as

� = �bp − �
i=1

N

api�Tm
i − Tm

p �� �17�

Computations are carried out until ��1.0�10−7. A contour plot
of the temperature obtained by the numerical method is shown in
Fig. 3 and shows the expected behavior. The order of accuracy of
the method is considered next. Figure 4 plots the average absolute
error �compared with the analytical solution� versus the number of
points in one direction on a log-log scale for a uniform distribu-
tion of points. Here, 
 is the number of points in the x-direction
used for the computation. The slope of the curve represents the
order of accuracy of the method and shows second-order conver-
gence. Convergence for a random distribution of points �Fig. 5� is
shown in Fig. 6, and also exhibits approximately second-order
convergence. The WLS method is not conservative, as is expected
from a scheme akin to finite difference discretization of the gov-
erning equations. The percent error in the heat balance 	q is de-
fined as

	q = 100 �
�qin − qout�

qin
�18�

where qin represents the heat transfer rate into the domain at x
=1 and qout is the sum of the heat transfer rates out of the domain
at the other boundaries. These quantities are evaluated numeri-
cally from the computed solution using

qin =�
y=0

y=1

− k
�T

�x
dy

and similar formulae for the other boundaries to compute for qout.
Numerical integration is carried out with a trapezoid rule. The
variation in the percent error in the heat flux with the number of
computational points is shown in Tables 1 and 2.

6.2.2 Material With Nonconstant Thermal Conductivity. The
one-dimensional heat diffusion equation with space-dependant
conductivity and no source term is

k
d2T

dx2 +
dk

dx

dT

dx
= 0 �19�

The above equation is subject to the boundary conditions

T�x = 0� = 0

T�x = 1� = 1

We consider the case for which k=1+x. The results are compared
with the analytical solution given by

T�x� =
1

ln�2�
ln�1 + x� for k = 1 + x

The variation in the error with increasing resolution of points is
presented in Fig. 7. The results correspond to regular and irregular
point distributions. The regular point distributions consist of 225,
900, and 3600 interior points, while the irregular distribution con-
sists of 226, 906, and 3598 interior points. Approximately second-
order convergence is obtained for both cases.

A case of temperature-dependant thermal conductivities is also
tested. The k versus T characteristics of air are chosen for this
case, with
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Fig. 2 Problem 1—variation in the rms percent error with
sharpness of the Gaussian weight function „Nmin=7…
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Fig. 3 Problem 2—solution for the heat conduction problem
obtained on a nonuniform distribution of 906 points
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k�T� = 1.5207−11T3 − 4.857−8T2 + 1.0184 � 10−4T − 3.933 � 10−4

where temperature is in Kelvin and thermal conductivity is in
W/m K �24�. The domain chosen for computation is again a unit
square with boundary conditions

x = 0, T = T1 = 300 K

x = 1, T = T2 = 800 K

y = 0,
�T

�y
= 0

y = 1,
�T

�y
= 0

This temperature difference leads to a doubling of the thermal
conductivity in the domain, with k=0.0262 W /m K at x=0 and
k=0.0578 W /m K at x=1. The expected variation in the tempera-
ture is one-dimensional along the x-axis, which is indeed observed
in the computation. The dimensionless horizontal center line tem-
perature profile T�= �T−T1� / �T2−T1� is shown in Fig. 8. The com-
putation corresponds to a regular distribution of points with
14,400 interior points. The analytical solution is obtained by inte-
grating the heat diffusion equation and results in a quartic equa-
tion for T�x�, which was solved numerically. The agreement with
our numerical solution is excellent, with an average temperature
error of less than 0.1%.

6.3 Problem 3: One-Dimensional Conduction in a Domain
With Materials of Different Conductivities. The next set of re-
sults pertains to a domain, as shown in Fig. 9. The boundaries at
y=0,1 are adiabatic, i.e., T�0,y�=0 and T�1,y�=1. The exact so-
lution to this problem is one-dimensional, with straight lines of
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different slopes in subdomains �1 and �2. The accuracy of the
current method is second order, and hence, a straight line profile is
expected to be exactly captured. This is indeed observed, as seen
in Fig. 9. This figure shows the solution obtained for a conductiv-
ity ratio k2 /k1=1000. The accuracy of the solution is independent
of the density of points, the conductivity ratio, and the nature of
their arrangement, i.e., uniform or random. The computed solution
coincides exactly with the exact solution, with errors O�1
�10−15�. Since the computed solution coincides with the exact
solution to machine zero, flux balance is also exactly obtained.
This is in contrast to the method presented in Ref. �18�, where
finite errors in the flux balance have been reported. The conduc-
tivity ratio poses no limitation on the stability or accuracy of the
method.

6.4 Problem 4: Conjugate Heat Conduction in 2D Domain.
Consider a domain with material distribution, as shown in Fig. 10.
The dashed boxes represent a material of conductivity k2 embed-
ded in a background material of conductivity k1. The boundary
conditions on the external boundaries of the domain are given by

Table 1 Variation in percent error in the heat flux with the
number of computational points „uniform distribution…

No. of points Percent error

285 5.50
1020 3.88
2205 2.87
3840 2.26

14,880 1.22
40,800 0.752
252,000 0.00

Table 2 Variation in percent error in the heat flux with the
number of computational points „nonuniform distribution…

No. of points Percent error

286 1.13
1026 0.237
3838 0.086
14898 0.022
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Continuity of the temperature and heat flux is applied at the inter-
face between the two materials, as shown in Eqs. �3� and �4�. The
results are computed on point distributions of varying density,
with both uniform and random distributions of points. The result-
ing temperature profile for a 1600 point uniform distribution and
different conductivity ratios is shown in Fig. 10. The same for a
scattered distribution of points with comparable point density is

shown in Figs. 11.
Next, the temperature profiles computed using the WLS scheme

are compared with those obtained using FLUENT. Conductivity ra-
tios of 2, 100, and 1000 are considered, using both uniform and
nonuniform distributions of points for the WLS scheme. The non-
uniform distribution of points used for the WLS method was ob-
tained by perturbing positions of regular point distributions. The
perturbation at any point was allowed to be at most 15% of the
spacing for a regular distribution in any direction. A nonuniform
distribution of 40�40 points refers to 40 edge nodes of the non-
uniform mesh. The FLUENT solution is obtained using an unstruc-
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Fig. 9 Problem 3–domain for two-dimensional conjugate conduction and one-
dimensional temperature profile in a domain with k2 /k1=1000
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tured mesh with 90,602 cells. Table 3 lists the total number of
points for various point distributions. The solution obtained using
FLUENT on a mesh with 90,602 cells is found to be mesh-
independent and is used as a reference. Figure 12 shows the tem-
perature profile at y=0.7 for a uniform distribution of points with
varying density and different conductivity ratios. Figure 13 shows
the same for an nonuniform distribution of points. It is noted that
the location of the interface is sharply captured by the WLS
method, since computational points have been explicitly placed at
the interface. The profiles are found to match the FLUENT solution
very well for all point densities. The error in heat balance again
goes to zero with increasing point density, as seen in Fig. 14.

7 Conclusions
A meshless method for the simulation of conjugate heat con-

duction problems has been developed in this work. The weighted
least-squares method is used to compute for partial derivatives,
and interface conditions are imposed by applying the continuity of
the temperature and heat flux at the interface and using one-sided
representations of the temperature derivatives on either side of the
interface. The methodology is shown to match the analytical so-
lutions for single-material domains, and to yield exact solutions to

simple one-dimensional conjugate conduction problems. The tem-
perature error decreases at a rate that is approximately second-
order for single-material heat conduction problems. Though the
method is not conservative, heat balance error decreases quadrati-
cally with increasing density of points. Furthermore, spurious
temperature oscillations observed in published meshless formula-
tions for conjugate heat transfer are not observed, even for con-
ductivity ratios as high as 1000. The current method may be ex-
tended to include second-order accurate interface conditions, and
is especially amenable to solution adaptivity. Future extensions
also include the generalization to convection-diffusion and fluid
flow problems, and to fluid-structure interaction computations.
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Table 3 Number of points for various point distributions

Label No. of points

40�40 1680
50�50 2600
60�60 3720

120�120 14,640
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Nomenclature
a 
 scalar
â 
 coefficient vector

api 
 ith coefficient in the discretization about point
p

b 
 scalar
bp 
 source term in the equation for point p
F 
 �N� P� matrix
g 
 space-dependant function
h 
 smoothing radius
i 
 neighbor index
J 
 discrete weighted residual

km 
 thermal conductivity of material m
m 
 material index
N 
 total number of neighbors of point �xp ,yp�

N� 
 number of negative coefficients
N� 
 number of positive coefficients

n 
 surface normal
pi�x ,y� 
 basis functions

P 
 total number of basis functions
qin 
 heat transfer rate entering the domain

qout 
 heat transfer rate exiting the domain
s 
 source term in the heat diffusion equation

Tex 
 exact solution
Tm 
 temperature in domain with material index m
Tm

i 
 temperature at point i in material with conduc-
tivity km

T� 
 temperature
u�x ,y� 
 local function equal to f�x ,y�− f�xp ,yp�

ûh 
 vector of the approximate function
uh�x ,y� 
 approximation to function u�x ,y�

w 
 weight function
W 
 weight matrix

�x ,y� 
 point in a two-dimensional domain
�xp ,yp� 
 point in a two-dimensional domain
�xi� ,yi�� 
 neighbors of �xp ,yp�
�x ,y ,z� 
 point in a three-dimensional domain

Greek Symbols
�� 
 domain boundary

��lm 
 interface between materials l and m
�x 
 difference in the x-coordinates of two points

�y 
 difference in the y-coordinates of two points
	q 
 percent error in the heat balance

�m 
 subdomain m

Subscripts and Superscripts
i 
 index
l 
 material number

m 
 material number
p 
 point p
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Numerical Simulation of
Convective Heat Transfer Modes
in a Rectangular Area With a
Heat Source and Conducting
Walls
Laminar conjugate heat transfer in a rectangular area having finite thickness heat-
conducting walls at local heating has been analyzed numerically. The heat source located
on the left wall is kept at constant temperature during the whole process. Conjugate heat
transfer is complicated by the forced flow. The governing unsteady, two-dimensional flow
and energy equations for the gas cavity and unsteady heat conduction equation for solid
walls, written in dimensionless form, have been solved using implicit finite-difference
method. The solution has been obtained in terms of the stream function and the vorticity
vector. The effects of the Grashof number Gr, the Reynolds number Re, and the dimen-
sionless time on the flow structure and heat transfer characteristics have been investi-
gated in detail. Results have been obtained for the following parameters: 103�Gr
�107, 100�Re�1000, and Pr�0.7. Typical distributions of thermohydrodynamic pa-
rameters describing features of investigated process have been received. Interference of
convective flows (forced, natural, and mixed modes) in the presence of conducting solid
walls has been analyzed. The increase in Gr is determined to lead to both the intensifi-
cation of the convective flow caused by the presence of the heat source and the blocking
of the forced flow nearby the upper wall. The nonmonotomic variations in the average
Nusselt number with Gr for solid-fluid interfaces have been obtained. The increase in Re
is shown to lead to cooling of the gas cavity caused by the forced flow. Evolution of
analyzed process at time variation has been displayed. The diagram of the heat convec-
tion modes depending on the Grashof and Reynolds numbers has been obtained. The
analysis of heat convection modes in a typical subsystem of the electronic equipment is
oriented not only toward applied development in microelectronics, but also it can be
considered as test database at creation of numerical codes of convective heat transfer
simulation in complicated energy systems. Comparison of the obtained results can be
made by means of both streamlines and temperature fields at different values of the
Grashof number and Reynolds number, and the average Nusselt numbers at solid-fluid
interfaces. �DOI: 10.1115/1.4001303�

Keywords: convection modes, conjugate heat transfer, laminar flow, heat source

1 Introduction

Thermal modes of the electronic components substantially de-
fine reliability of their work �1,2�. Miniaturization of electronic
devices and hence the increase in the amount of heat dissipated
per unit volume has led to necessity of attention concentration on
a thermal state of an object. Thus one of the crucial issues is the
selection of a cooling method �3–10�. Now a lot of researches
concerning cooling of electronic components �3–10� were led, but
at the same time the small attention was given to the analysis of
influence of the time as the analyzed problem is essentially non-
stationary, of solid walls having finite thickness and of nonlinear
heat exchange with an environment on velocity and temperature
fields in a fluid cavity. At the same time, the effect of heat-
conducting walls having finite thickness leads to the significant
changes in thermal modes of the system �11,12�.

Hong et al. �6� presented results of a numerical study on the
hydrodynamic and thermal characteristics of a right-angled
fractal-shaped microchannel network heat sink with application to
integrated microelectronic cooling. The conjugate heat transfer
model predicted the thermal characteristics accurately. Due to the
structural limitation of right-angled fractal-shaped microchannel
network, hotsports were found to appear on the bottom wall of the
heat sink where the microchannels are sparsely distributed. Polat
and Bilgen �7� carried out a numerical investigation of conjugate
heat transfer in inclined open shallow cavities. Only one thick
wall facing the opening was heated by a constant heat flux, sides
perpendicular to the heated wall were insulated and the opening
was in contact with a fluid at constant temperature and pressure.
The effect of Rayleigh number and the inclination angle on the
fluid flow and heat transfer was analyzed. It is found that the
volume flow rate and the heat transfer are both increasing function
of Rayleigh number and the aspect ratio and decreasing function
of the dimensionless conductivity ratio. Madhusudhana Rao and
Narasimham �8� numerically studied conjugate mixed convection
from protruding heat-generating ribs attached to substrates form-
ing vertical channel walls. The heat sources and substrates simu-
late integrated circuit packages attached to printed circuit boards.
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It is shown that simple adiabatic boundary condition for the sub-
strate and isothermal or isoflux condition for the heat source por-
tions are not appropriate and that the conjugate nature of the prob-
lem should be duly considered taking into account the heat
conduction in both the components and the substrate. Even a
lower thermal conductivity substrate can be very effective in
terms of heat removal and redistribution of the heat from the
components. Muftuoglu and Bilgen �9� determined optimum po-
sitions of a discrete heater placed on the vertical wall facing the
opening of cavities. Best thermal performance was obtained by
positioning the discrete heater at off center and slightly closer to
the bottom. The Nusselt number and the volume flow rate in and
out the open cavity were an increasing function of the Rayleigh
number and the wall thickness, and a decreasing function of the
conductivity ratio. Premachandran and Balaji �10� presented the
results of a numerical study of conjugate convection with surface
radiation from horizontal channel with protruding heat sources.
The dimensionless temperature and the effect of radiation interac-
tion decrease as the Reynolds number increase. As the emissivity
of the protruding heat source and substrate increases, the dimen-
sionless maximum temperature decreases. The radiation contribu-
tion increases from 12% to 20%, as the emissivity of protruding
heat source increases from 0.1 to 0.85.

But all of the above studies have neglected either the effect of
transient factor or the effect of convective-radiative heat exchange
with an environment.

The objective of this work is the mathematical simulation of
convective heat transfer in a rectangular area with a heat source in
view of conductive heat transfer through the solid walls having
finite thickness, and also at presence of the external forced flow
caused by a moderate ventilation mode.

2 Analysis

2.1 Physical Model and Assumptions. The physical model
of transient conjugate heat transfer and the coordinate system un-
der consideration are schematically shown in Fig. 1.

The system considered consists of rectangles with different
sizes and thermophysical characteristics. A heat source located on
internal border of the left wall is characterized by a constant tem-
perature during the whole process. The heat source is a heat-
generating element of electronic equipment having constant tem-
perature at his surface. Horizontal �y=0, y=Ly� and vertical �x
=Lx� walls of the finite thickness forming the gas cavity are as-
sumed to be adiabatic or line of symmetry from outside. These
conditions reflect the possible presence of similar objects beyond
external borders. Convective-radiative heat exchange with an en-
vironment is modeled on the outer boundary h=0. These condi-

tions allow to evaluate the effect of an environment by means of
convection and radiation on heat transfer modes of the typical
element of the electronic equipment. A constant horizontal flow
velocity has been set at inlet �zone 6 in Fig. 1�. The symmetry
conditions in a longitudinal direction like mild boundary condi-
tions for the gas flow have been set at outlet �zone 7�.

It is assumed in the analysis that the thermophysical properties
of the solid walls and of the gas are independent of temperature,
and the flow is laminar. The fluid is Newtonian and incompress-
ible, and the Boussinesq approximation is valid. The fluid motion
and heat transfer in the cavity are supposed to be two dimensional.
Radiation heat exchange between the walls is neglected in com-
parison with convection, and the fluid is presumed to be radia-
tively nonparticipating. Viscous heat dissipation in the fluid is
assumed to be negligible in comparison with conduction and con-
vection.

2.2 Governing Equations. The heat transfer process in con-
sidered area �Fig. 1� is described by transient two-dimensional
equations under Boussinesq approach in the gas cavity �13–15�
and by the unsteady two-dimensional heat conduction equation for
the solid walls �16� with nonlinear boundary conditions.

The mathematical model is formulated in terms of the dimen-
sionless variables such as stream function, vorticity, and tempera-
ture. The length of the decision region along axis h is chosen as a
scale distance. The following correlations are used for reduction
to dimensionless form of the equations:

X = x/Lx, Y = y/Lx, � = t/t0, U = u/Vin, V = v/Vin,

� = �T − T0�/�Ths − T0�, � = �/�0, � = �/�0

where �0=VinLx, �0=Vin /Lx.
The governing equations of conjugate heat transfer in dimen-

sionless form become the following.

• In the fluid cavity �4 in Fig. 1�,

��

��
+

��

�Y

��
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−

��

�X

��

�Y
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1

Re
� �2�

�X2 +
�2�
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�X

�1�

�2�

�X2 +
�2�

�Y2 = − � �2�

��

��
+

��

�Y

��

�X
−

��

�X

��

�Y
=

1

Re Pr
� �2�

�X2 +
�2�

�Y2 � �3�

• For the solid walls �1–3 in Fig. 1�,

1

Foi

��i

��
=

�2�i

�X2 +
�2�i

�Y2 , i = 1,3 �4�

2.3 Initial and Boundary Conditions. Initial and boundary
conditions for the formulated problems �1�–�4� look like the
following.

Initial conditions.

��X,Y,0� = 0, ��X,Y,0� = 0

��X ,Y ,0�=0 with the exception of heat source, on which during
the whole process �=1.

Boundary conditions.

• At X=0, the conditions considering heat exchange with an
environment due to convection and radiation are realized:

��i�X,Y,��
�X

= Bii · �i�X,Y,�� + Bii ·
T0 − Te

Ths − T0
+ Qi �5�

where

Fig. 1 A scheme of the system: „1–3… solid walls; „4… fluid; „5…
heat source; „6… inlet; „7… outlet
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Qi = Ni · ���i�X,Y,�� +
T0

Ths − T0
�4

− � Te

Ths − T0
�4�

i=1,3 ,4 according to Fig. 1.
• Adiabatic conditions or symmetry conditions are set on

other external borders:

��i�X,Y,��
�Xnr = 0 where X1 	 X,X2 	 Y, i = 1,4

These conditions reflect the possible presence of similar ob-
jects beyond external borders.

• Conditions of fourth kind are accomplished at all parts of
the decision region where there is an interface of materials
with different thermophysical characteristics:

�i = � j,
��i

�Xnr = kj,i
�� j

�Xnr , i, j = 1,4, i � j, nr = 1,2

These physically based boundary conditions determine the
temperature continuity and the heat flux continuity at the
interfaces of materials with different thermophysical proper-
ties.

• At inlet �zone 6�, boundary conditions of the third kind �5�
for the energy equation are considered. For the stream func-
tion and the vorticity,

� = Y −
d

Lx
, � = 0

Boundary conditions for the stream function at inlet �zone 6,
Fig. 1� are determined by means of the known horizontal
flow velocity. As U=1 and V=0 at H=0, then taking into
account U=�� /�Y, we obtain the following condition:

� =

d/Lx

Y

UdY = Y −
d

Lx

• At outlet �zone 7�,

��

�X
=

��

�X
=

��

�X
= 0

• At internal solid-fluid interfaces �Y =d /Lx , Y = l1y /Lx� par-
allel to an axis 0X,

� = 0,
��

�Y
= 0, �i = �4,

��i

�Y
= k4,i

��4

�Y
, i = 1,2

• At internal solid-fluid interface �X= lx /Lx� parallel to an axis
0Y,

� = 0,
��

�X
= 0, �1 = �4,

��1

�X
= k4,1

��4

�X

• At internal solid-fluid interfaces �Y =H /Lx ,Y = l1y+ l2y /Lx�
parallel to an axis 0X,

� =
H − d

Lx
,

��

�Y
= 0, �i = �4,

��i

�Y
= k4,i

��4

�Y
,

i = 1,3

• At internal solid-fluid interface �X= lx+L /Lx� parallel to an
axis 0Y,

� =
H − d

Lx
,

��

�X
= 0, �1 = �4,

��1

�X
= k4,1

��4

�X

2.4 Solution Methodology. The problems �1�–�4� with corre-
sponding boundary and initial conditions have been solved by
means of finite-difference method �15,17–19� on a uniform grid of
200	200. The grid size in the wall was 30 for each direction.

Equations �1�–�4� were solved sequentially; each time step was

started from the temperature field computation both in the gas
cavity and in the solid walls �Eqs. �3� and �4��, and then the
Poisson equation �2� was solved for the stream function. The
boundary conditions for the vorticity vector were determined
thereafter and Eq. �1� was solved.

The monotone scheme of Samarsky �18� was used for convec-
tive terms in the evolutionary equations. Approximation of diffu-
sion terms was entered with usage of the central finite differences.
Vorticity values at solid walls were defined by Woods formula
�17,19�. The locally one-dimensional scheme of Samarsky was
used to solve Eqs. �1�–�4�. In this scheme, the solution to a two-
dimensional scheme reduces to sequential solution to one-
dimensional systems. In this case, the solution to one-dimensional
system reduces to a sequential solution to systems of difference
equations with tridiagonal matrices by tridiagonal matrix algo-
rithm �TDMA� �18�. It is to be noted here that the approximation
of convective terms considered to be averaged with respect to U
and �U� �V and �V�� in order for the scheme be independent of the
velocity sign �17�. An implicit difference scheme was used. The
evolutionary term represented a one-sided difference in time and
had the first order of accuracy in time step. All the derivatives
with respect to spatial coordinates were approximated with the
second order of accuracy in the step along the coordinate. The
simple iteration technique was applied to resolve the nonlinear
boundary condition of the third kind �5�. Exploitable locally one-
dimensional scheme is absolutely stable �18�. The difference ap-
proximation order of the original differential problem is O��t

+hx
2+hy

2�, where �t is the dimensionless time step, and hx and hy
are the dimensionless grid steps along horizontal and vertical Car-
tesian coordinates.

The Poisson equation �2� for the stream function has been
solved on each time step by the pseudo-unsteady method �17�;
that is, the solution of unsteady problem was considered by anal-
ogy with the solution of Eqs. �1�, �3�, and �4�. The convergence
condition to the stationary solution had the following form:

max
l,m

��l,m
p+1 − �l,m

p � 
 �̃ �6�

where p is the iteration number, l and m are the grid node coor-
dinates, and �̃ is the accuracy of computations.

3 Grid Independence Study and Validation
The independence of the solution with respect to the grid size is

studied for the Rayleigh number of 107. Two different grid sizes
of 200	200 and 300	300 are used for the grid independence
study. The maximum difference in terms of the average Nusselt
number at solid-fluid interfaces for various grids is less than 1%,
indicating that a 200	200 grid is sufficient to model accurately
the heat transfer and fluid flow inside the area.

Accuracy of the program developed by the authors was checked
by preparing the benchmark solutions both for nonconjugate and
conjugate problems. In the case of nonconjugate analysis, well-
known benchmark of 2D natural convection in a square enclosure
with differentially heated vertical walls and adiabatic horizontal
walls, for Ra=103 ,104 ,105 ,106, in terms of the average Nusselt
number �20,21�. These benchmark results are shown in Table 1. It

Table 1 Variations in the average Nusselt number on vertical
walls with the Rayleigh number

Ra �20� �21�

Present study
with a uniform
grid 100	100

103 1.118 1.121 1.117
104 2.243 2.286 2.241
105 4.519 4.546 4.509
106 8.800 8.652 8.841

Journal of Heat Transfer AUGUST 2010, Vol. 132 / 081401-3

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



can be seen that the agreement is very good.
To validate the numerical code for conjugate natural convection

in an enclosure having finite thickness wall has been considered
for Grashof number in the range from 103 to 106 and the results
obtained are compared with �12,22�. Table 2 gives a comparison
of these results in the form of the average Nusselt number.

It is clear that the results obtained from present code compare
well with the published results.

4 Results and Discussion
Numerical simulation of the boundary problems �1�–�4� with

corresponding initial and boundary conditions has been realized
with following values of dimensionless groups: 103�Gr�107,
100�Re�1000, and Pr=0.7. Dimensionless defining tempera-
tures accepted the following values: �e=−1, �hs=1, and �0=0.
The main attention was paid to the effects of the dimensionless
time, and also the Grashof number �Gr� and the Reynolds number
�Re�, characterizing the strength of heat source and external
forced flow �or ventilation�, respectively, on distributions of the
basic characteristics of the investigated process.

4.1 Effect of the Dimensionless Time. The unknown quanti-
ties time dependence introduces essential features at formation of
the thermohydrodynamic flow modes. The transient factor is
caused not only by the gas cavity hydrodynamic and thermal field
development dynamics but also by the thermal lag of the solid
walls. The latter leads to the origin and the development of the
new vortical structures. It is also linked to distribution of distur-
bances from the solid phase elements.

Figure 2 demonstrates the dynamics of thermohydrodynamic
field formation at Re=700, Gr=106. The arrows on streamlines

indicate the direction of the fluid motion.
The central natural-convective cell, forced fluid tube, and two

secondary vortexes are shaped at �=20 �Fig. 2�a�� in the gas cav-
ity. The appearance of the latter is linked both with the geometry
features of the considered decision region and with the formation
of the nonuniform temperature field. The thermal plume develops
above the heat source. Its structure reflects the gas masses motion
in the convective cell.

The vortex over the heat source is distorted under the central
circulating motion influence at increase in � up to �=40 �Fig.
2�b��. The sizes of the latter increase. The heat source thermal
plume begins to lean to the solid wall owing to the influence of
the external flow low temperature front.

The formation of the some quasisteady hydrodynamic mode
occurs at �=100 �Fig. 2�c��. There is the average temperature
decrease in the gas cavity, which caused by the presence of the
forced flow. The gas masses having negative dimensionless tem-
perature circulate in the convective cell. The advance of the low
temperature front in the left wall from an environment is visible.

The results of the conducted analysis can be integrally pre-
sented in the form of the average Nusselt number at the solid-fluid
interfaces that depend on the Grashof number:

Nuright wall =
1

0.6

0.25

0.85 � ��

�X
�

X=0.85

dY ,

Nutop =
1

0.85

0

0.85 � ��

�Y
�

Y=0.85

dX ,

Nubottom =
1

0.85

0.15

1.0 � ��

�Y
�

Y=0.15

dX

The dependence of the average Nusselt numbers at three fluid-
solid interfaces on the Grashof number is presented in Fig. 3.

4.2 Effect of the Grashof Number. Figure 4 shows the
streamlines and temperature fields corresponding conjugate heat
transfer mode at Re=500, �=100.

The most intensive convective cell is shaped in the center of the
gas cavity at Gr=104 �Fig. 4�a��. The recirculation flows are lo-
cated in the angle zones of decision region. These flows are
formed owing to geometrical specificity of the research object.
The direction of the gas motion in the convective cell is defined
by both the external forced flow and the natural-convective flow
caused by the heat source. This interaction is clearly reflected by
the temperature field. The convective-radiative heat exchange
with the environment is modeled at H=0. The environmental tem-
perature is lower than the initial temperature of the decision re-
gion. Therefore, the flow initiated by external sources cools the
cavity intensively enough. This figure demonstrates that the low
temperature front borrows the greater part of the gas cavity. It is
evidence of the forced convection dominance as natural-
convective flow due to an insignificant role of the buoyancy force
�Gr=104� does not promote two-dimensional heat plume diffusion
from the heat source deep into the cavity. Also Fig. 4�a� reflects
the influence of the environment on the left solid wall.

There is cooling of the solid wall both at inlet and at the bottom
of the cavity. The central part of the left wall is cooled not so
intensively, the reason for that is the influence of the heat source,
expressed by the diffusion of the highest temperature thermal
wave within the wall.

The increase in the Grashof number up to Gr=105 �Fig. 4�b��
leads to the increase in the circulation velocity of the gas particles
in the central convective cell. The recirculation zone under the
heat source diffuses into the central vortex and at the same time
secondary flow scales above the heat source increase. The thermal
plume from the heat source, by repeating the streamlines change
character, moves to the cavity center. The latter leads to the tem-

Table 2 Variations in the average Nusselt number with
Grashof number and the thermal conductivity ratio

Gr ksolid /kfluid �12� �22� Present study

103 1 0.877 0.87 0.872
5 1.02 1.023
10 1.04 1.046

105 1 2.082 2.08 2.116
5 3.42 3.421
10 3.72 3.781

106 1 2.843 2.87 3.002
5 5.89 6.306
10 6.81 6.935

Fig. 2 Streamlines � and temperature fields � at Re=700,
Gr=106: „a… �=20, „b… �=40, and „c… �=100
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perature field redistribution of the convective cell �for example,
the isotherm corresponding dimensionless temperature equals
�0.2 at the bottom of the gas cavity covers the smaller area in
comparison with similar isotherm in Fig. 4�a�.

There is an increase in the maximal flow velocity in the central
convective cell at Gr=106 �Fig. 4�c��. The secondary flow scale
above the heat source increases also. The amplification of the
main convective cell scales and the recirculation zone, located in
the upper right corner, is observed. This fact affects to the external
forced flow blocking. The described hydrodynamic changes in
turn influence the temperature field. The forced flow blocking
leads to the increase in the average temperature in the center of
the gas cavity. At the same time, the forced convective flow leads
to the intensification of the conductive heat transfer in the right
solid phase element �Fig. 1, zone 7�.

The further increase in the Grashof number up to Gr=107 �Fig.
4�d�� leads to the essential intensification of the central vortex
circulation. The scales of this motion are increased that leads to
the secondary flow deformation above the heat source. At the
same time, the central vortex undergoes the structural alteration
linked to the possible partition of the core cell. The increase in the
recirculation zone sizes located in the upper right corner com-
bined with the main convective cell leads to the decrease in both
the forced flow velocity and the fluid tube diameter of this flow.

These things affect the nature of the thermal plume diffusion
above the heat source �the thermal plume is pressed to the left
wall, owing to the intensive convective cell motion�. The thermal
wave of the high temperature has already come up to the right
wall. Nonmonotonic behavior of the isotherms in the upper right
corner caused by the increased area of the recirculation zone in-
fluence is noticeable.

The graphic dependences �Fig. 5� of the average Nusselt num-
ber describing the generalized heat transfer coefficient at X
=0.85, Y =0.15, and Y =0.85 on the Grashof number evidently
show nonmonotonic nature of the heat transfer progress between
the gas cavity and solid walls for Gr varying from 103 to 107.

The average Nusselt number Nuright wall increases in all range of
Gr changes. It corresponds to the gradual increase in the tempera-
ture gradient at this border. The Grashof number increase at con-
stant Re corresponds to the reduction in the natural convection
boundary layer thickness 

O�1 /�4Gr� �at Gr=107⇒


O�0.02�, and at calculation in the present work hx=0.005,
where hx is the dimensionless grid step along horizontal Cartesian
coordinate�. The reduction in the boundary layer thickness leads
to the increase in the temperature gradient.

The average Nusselt number Nutop curve is a nonmonotone.
There is the increase in Nusselt number at 103�Gr�106. It is

Fig. 3 Variations in the average Nusselt number with the dimensionless time and the Grashof num-
ber at Re=700: „a… Nuright wall, „b… Nutop, and „c… Nubottom
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possible to explain by the decrease in the thermal boundary layer
thickness at the upper wall and also by the closing of the forced
fluid tube. The Nusselt number decreases at 106
Gr�107. It is
linked to the increase in the stagnant zone sizes at the right upper
corner area and, accordingly, with the temperature gradient
reduction.

The average Nusselt number Nubottom decreases while Gr in-
creases, which is caused by gradual dislodgment of the low tem-
perature front due to the intensification of natural convection.

4.3 Effect of the Reynolds Number. Figures 6 and 7 dem-
onstrate the streamlines and isotherms corresponding to the con-
jugate heat transfer mode for �=100, Re=100,300,900, and Gr
=105 ,106 ,107.

The effect of forced flow intensity on the thermal and hydrody-
namic field formation has been analyzed.

The convective cell and two stagnant zones are formed in the
center of the gas cavity at Gr=105 and Re=100. It is caused by
the gas cavity geometry. Owing to low velocity of the external

forced flow, the external fluid tube expansion is observed. The
latter leads to some central vortex deformation. The velocity field
influences on the temperature distribution �Fig. 6�. The low tem-
perature front penetrates into the cavity lightly.

The isotherm distribution �Fig. 7� from the heat source reflects
the presence of the ascending warm flows and descending cold
flows. The external forced fluid tube at Re=300 is constricted,
which leads to the increase in the central vortex-type flow sizes
and, accordingly, to the reduction in the secondary vortex scales
located above the heat source.

The maximal velocity of the gas motion in the convective cell
core decreases 1.5 times. Thus the low temperature front reaches
the outlet. There is an intermixing of the gas masses having posi-
tive and negative temperatures in the convective cell. The average
temperature in the gas cavity decreases. The further increase in Re
number up to Re=900 leads to the decrease in velocity in the
central whirl core and to negligible contraction of the forced fluid

Fig. 4 Streamlines � and temperature fields � at Re=500, �
=100: „a… Gr=104, „b… Gr=105, „c… Gr=106, and „d… Gr=107

Fig. 5 Variations in the average Nusselt numbers with Grashof
number for Re=500, �=100: „1… Nuright wall, „2… Nutop, and „3…
Nubottom

Fig. 6 Streamlines � at �=100 depending on Re and Gr
numbers
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tube.
Thus the sizes of the recirculation zone located in the right

upper corner of the gas cavity increase. The average gas tempera-
ture continues to decrease. The thermal plume from the heat
source is slightly deformed owing to influence of the convective
cell low temperature front. Caused by the external forced flow,
conductive heat transfer intensification in the solid walls is visible
in the outlet zone. The integral heat transfer coefficient Nu �Fig. 8�
at three solid-fluid interfaces monotonously increases with the in-
crease in Re. It is linked to an intensification of heat sink from the
internal solid walls borders.

The increase in Gr by ten times leads to changes in the thermo-
hydrodynamics fields. The circulating motion at the top of the
cavity is formed at Re=100 in the gas cavity besides the convec-
tive cell caused by influence of the heat source. This whirl to-
gether with the central circulating motion constricts the fluid tube
of the external forced flow. It leads to the decrease in this flow
velocity in comparison with the mode for Gr=105, Re=100. The
temperature field undergoes essential changes—the low tempera-
ture front of the inlet spreads in a vertical direction toward heat
source. The thermal plume covers a large area but spreads in a
horizontal direction. Some deformation of the thermal two-
dimensional plume from the heat source owing to the influence of
the inlet low temperature is observed. The increase in Re up to
Re=300 leads to the increase in the central convective cell sizes,
to essential decrease in scales of the recirculating flow located
earlier at the top of the gas cavity, and to the diffusion of this

Fig. 7 Temperature fields � at �=100 depending on Re and Gr
numbers

Fig. 8 Variations of the average Nusselt number with Re and Gr at �=100: „a… Nuright wall, „b… Nutop,
and „c… Nubottom
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vortex into the right upper corner zone.
The decrease in velocity of the central cell core and formation

of reset flow above the heat source are visible. There is also an
expansion of the forced flow fluid tube. The heat source thermal
plume is extended along the vertical coordinate and the inlet low
temperature front is deformed. Isotherms of the negative tempera-
ture reach the outlet.

The decrease in velocity of the central convective cell core and
the increase in the secondary vortex flow sizes in the right upper
corner zone are observed at Re=900. It is reflected in nonmono-
tonic isotherm structure in this part of the gas cavity. Figure 7
shows the essential intensification of the forced convection. It
leads to the significant temperature pulldown in the gas cavity.
There is a circulation of the cooled gas masses in the convective
cell. Also the intensification of the conductive heat transfer in the
rigid wall near the outlet caused by the external forced flow is
visible. The penetration depth of the isotherm corresponding the
dimensionless temperature �0.1 is less than similar isotherm at
Gr=105, Re=900. All this leads to more intensive increase in the
average Nusselt numbers �Fig. 8� Nuright wall and Nutop. The aver-
age Nusselt number Nubottom also monotonously increases, but its
values are below in comparison with similar indications for Gr
=105.

The circulating flow formation at the top of the gas cavity is
observed at Gr=107 and Re=100. The sizes of this flow increase.
The gas velocity in the core of flow is essentially larger than the
one at Gr=106. The flow caused by the presence of temperature
nonuniformity undergoes essential structural alterations. The
forced fluid tube is constricted up to the minimal sizes. It is linked
to interaction of vortical cells. The low temperature front �Fig. 7�
verges toward the heat source more and more and distorts the
radiant thermal plume. The increase in buoyancy force at Re
=100 leads to formation of the descending plume from the inlet
and to increase in the area scales subject to influence of the high
temperature front. There is an increase in the sizes of the natural-
convective cell at Re=300 and the distortion of the secondary
recirculating flow located at the top of the gas cavity. The forced
fluid tube expands, but it is narrow enough in comparison with the
mode of Gr=106. The thermal plume from the heat source �Fig. 7�
interacts with the low temperature front. The convective cell core
consists of the warm enough gas masses. At Re=900 the recircu-
lating zone sizes at the top of the gas cavity decrease and it dis-
places to the right upper corner that is reflected on the forced fluid
tube expansion and on increase in the influence scales of the
natural-convective cell. The heat source thermal plume reaches
border of the inlet, but thus it tends to the solid wall. It is linked to
circulation of cold gas masses in central convective cell. The heat
conduction intensification in a considered mode is already less
visible than in the previous cases. The average Nusselt numbers
�Fig. 8� at the typical solid-fluid interfaces have nonmonotone
shape. This fact is explained by possible formation of the transient
heat transfer mode and as result by the heat transfer steady devel-
opment loss.

4.4 The Heat Convection Modes. The Grashof number de-
fined a role of the buoyancy force is the similarity criterion de-
scribing natural convection. The Reynolds number defines the role
of inertial forces at forced convection. The process representing
interaction between the external forced flow and the natural con-
vection on the assumption of conjugate statement was considered
in the analyzed problem. As a result of the conducted analysis, the
diagram of the heat convection modes �Fig. 9� has been obtained.
The forced flow leads to the distribution of the low temperature
front, while the natural convection reflects the influence of the
heat source. The condition based on which a selection of the heat
convection mode passed was the following. The negative dimen-
sionless average temperature in the core of the convective cell
corresponded to the forced convection mode, the positive dimen-
sionless average temperature—to the natural convection mode,

and if �� �−0.05,0.05�—the mixed convection mode.
The analysis of heat convection modes in a typical subsystem

of the electronic equipment is oriented not only toward applied
development in microelectronics but also it can be considered as
test database at creation of numerical codes of convective heat
transfer simulation in complicated energy systems. Comparison of
the obtained results can be made by means of both streamlines
and temperature fields at different values of the Grashof number
and Reynolds number, and the average Nusselt numbers at solid-
fluid interfaces.

5 Conclusions
The conjugate convective-conductive heat transfer problem in

rectangular area has been numerically solved at the presence of
the local heat source and forced flow in conditions of convective-
radiative heat exchange with an environment. The research area
represented the typical electronic component. The hydrodynamics
and heat transfer features corresponding various flow patterns
103�Gr�107, 100�Re�1000, and Pr=0.7 have been empha-
sized. The effects of the Grashof and Reynolds numbers and the
dimensionless time on both the local characteristics �streamlines
and temperature fields� and the integral characteristics �the aver-
age Nusselt number at three solid-fluid interfaces� have been ana-
lyzed. The diagram of the heat convection modes depending on
the Grashof and Reynolds numbers has been received.

The obtained results allow to evolve heat convection modes for
electronic systems that are similar to the rectangular area depicted
in Fig. 1. Such opportunity is necessary for engineers at designing
and optimization of the complete units of the electronic equip-
ment.
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Nomenclature
Bi=hLx /k � Biot number

d � height of the left wall
Fo=�t0 /Lx

2 � Fourier number
gx � acceleration of gravity �horizontal

projection�
gy � acceleration of gravity �vertical

projection�
Gr=gy��Ths−T0�Lx

3 /�2 � Grashof number
h � heat transfer factor

Fig. 9 The heat convection modes
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hx � dimensionless grid step along hori-
zontal Cartesian coordinate

hy � dimensionless grid step along vertical
Cartesian coordinate

H � distance from y=0 to upper wall
k � thermal conductivity

ki,j=ki /kj � thermal conductivity ratio
l1y � thickness of the foundation
l2y � height of outlet
L � length of the gas cavity

Lx � length of the enclosure
Ly � height of the enclosure

N=��Lx�Ths−T0�3 /k � Stark number
Pr=� /� � Prandtl number

Re=VinLx /� � Reynolds number
t � time

t0 � time scale
T0 � initial temperature
Te � environmental temperature

Ths � temperature on heat source
u � velocity in the horizontal direction
U � dimensionless velocity in the hori-

zontal direction
v � velocity in the vertical direction
V � dimensionless velocity in the vertical

direction
Vin � velocity scale
h � horizontal Cartesian coordinate
X � dimensionless horizontal Cartesian

coordinate
y � vertical Cartesian coordinate
Y � dimensionless vertical Cartesian

coordinate

Greek Symbols
� � thermal diffusivity
� � coefficient of volumetric thermal

expansion
� � specific emissivity factor
�̃ � calculation accuracy

� � dimensionless temperature
� � kinematic viscosity
� � Stephen–Boltzmann constant
� � dimensionless time
�t � dimensionless time step
� � stream function

�0 � stream function scale
� � dimensionless stream function
� � vorticity

�0 � vorticity scale
� � dimensionless vorticity

Subscripts
i � number of the decision region ele-

ment �Fig. 1�
e � environment

hs � heat source
in � inlet

l ,m � grid points indices
n � number of reference vector
p � iteration number
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Experimental Investigation of an
Ultrathin Manifold Microchannel
Heat Sink for Liquid-Cooled Chips
We report an experimental investigation of a novel, high performance ultrathin manifold
microchannel heat sink. The heat sink consists of impinging liquid slot-jets on a struc-
tured surface fed with liquid coolant by an overlying two-dimensional manifold. We
developed a fabrication and packaging procedure to manufacture prototypes by means of
standard microprocessing. A closed fluid loop for precise hydrodynamic and thermal
characterization of six different test vehicles was built. We studied the influence of the
number of manifold systems, the width of the heat transfer microchannels, the volumetric
flow rate, and the pumping power on the hydrodynamic and thermal performance of the
heat sink. A design with 12.5 manifold systems and 25 �m wide microchannels as the
heat transfer structure provided the optimum choice of design parameters. For a volu-
metric flow rate of 1.3 l/min we demonstrated a total thermal resistance between the
maximum heater temperature and fluid inlet temperature of 0.09 cm2 K /W with a pres-
sure drop of 0.22 bar on a 2�2 cm2 chip. This allows for cooling power densities of
more than 700 W /cm2 for a maximum temperature difference between the chip and the
fluid inlet of 65 K. The total height of the heat sink did not exceed 2 mm, and includes a
500 �m thick thermal test chip structured by 300 �m deep microchannels for heat
transfer. Furthermore, we discuss the influence of elevated fluid inlet temperatures, al-
lowing possible reuse of the thermal energy, and demonstrate an enhancement of the heat
sink cooling efficiency of more than 40% for a temperature rise of 50 K.
�DOI: 10.1115/1.4001306�

Keywords: manifold, microchannels, impinging jet, heat transfer, electronics cooling

1 Introduction
Recent trends of miniaturization of transistors and of increased

integration levels on computer chips enabled a substantial en-
hancement of the performance of microelectronic devices. How-
ever, the increased circuit density and clock frequency lead to an
extensive growth of heat dissipation rates of microprocessors,
which cannot be removed by traditional air cooling solutions �1�.
The current method to address this problem is to reduce the air
inlet temperature in datacenters, which causes a significant growth
of energy consumption, and thus, a large increase in the operating
costs. Brunschwiler et al. �2� showed that a significant reduction
in the total heat sink thermal resistance allows for datacenter op-
eration at higher input temperatures above the free cooling limit.
This enables the elimination of chillers and, along with this, a
reduction of more than 90% of the energy required for cooling.
The increased output temperatures of the coolant offer the possi-
bility of energy reuse, which would further increase the efficiency
of a datacenter. Furthermore air cooled heat sinks impede the
progress of increased integration density as they typically feature
large form factors due to a required large surface area and volume
for heat transfer. Thinner heat sink structures would provide the
opportunity for a denser package of circuit boards, and thus, a
reduction in the communication pathlength and of required space
for data centers. Hence, there is a strong need for more efficient
and compact cooling solutions.

Tuckerman and Pease �3� first introduced the idea of using liq-
uid cooled microchannel heat sinks for cooling electronics. They
demonstrated total thermal resistances down to 0.1 cm2 K /W by

implementing 50 �m wide and 300 �m deep microchannels on a
1 cm2 chip. However, the low thermal resistance was achieved at
the expense of large pressure drops across the heat sink. Since
then, there have been several studies on different designs for mi-
crochannel heat sinks, and a number of reviews are available
�4–6�. Improvement to the conventional design can be achieved
by introducing hierarchical structured two-dimensional arrays
with either bifurcating �7–10� or heterogeneous branching channel
networks �11,12� for fluid supply and drain. However, the hydro-
dynamic resistance of two-dimensional networks results in nonac-
ceptable pressure losses across the heat sink for the required high
volumetric flow rates �13�. Harpole and Eninger �14� suggested
dividing the heat transfer structure into several zones fed from the
third dimension in order to reduce the overall pressure drop of the
system. Their idea was studied theoretically, numerically, and ex-
perimentally in several investigations �15–20�. Colgan et al. �21�
introduced staggered short fins instead of continuous fins for the
heat transfer structure. The staggered arrangement provides higher
heat transfer coefficients but at the cost of an increased pressure
drop. They divided the heat exchange structure of 3 cm2 into six
different zones fed with water or a fluorinated fluid from the top.
For a water flow rate of 1.25 l/min they demonstrated an average
unit thermal resistance of 0.12 cm2 K /W at pressure drops of
about 0.4 bar.

None of the previous studies considered the influence of the
manifold on the hydrodynamic and thermal performance of the
system. This is an appropriate simplification as long as there are
no size constrictions in the third dimension. Brunschwiler et al.
�22� considered the influence of the manifold on the performance
of the heat sink. They proposed direct single-phase liquid jet im-
pingement on the backside of the chip in combination with a
hierarchical tree-like branching manifold system being stacked
into the third dimension. The manifold system feeds and drains an
array of 40,000 unit cells uniformly distributed on an area of
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4 cm2. They demonstrated a minimum unit thermal resistance of
0.17 K cm2 /W �720 �m chip� at a flow rate of 2.5 l/min and a
pressure drop of 0.35 bar. However, with denser packages, there is
a demand for thin and efficient heat sinks with only lateral access
for fluid supply and drain. In a previous publication �23� we pro-
posed a design for an ultra thin manifold microchannel heat sink.
The heat sink consists of impinging liquid slot-jets on a structured
surface fed by an overlying two-dimensional manifold system,
which requires no access from the third dimension. The proposed
design was studied numerically by means of three-dimensional
numerical computations and a semi-empirical one-dimensional
model. We investigated the basic physical phenomena in the heat
transfer structure and the manifold system. We demonstrated for
an optimized design a total thermal resistance of 0.087 cm2 K /W
for a volumetric flow rate of 1l/min and a pressure drop �0.1 bar.

In this paper we present a thorough experimental characteriza-
tion of the previously proposed heat sink design concept. We fab-
ricated six different prototypes by means of standard micropro-
cessing. We varied the channel width of the heat transfer
microchannel array and the number of manifold systems. A test
setup was established, which allows for detailed characterization
of the test vehicles. We measured the differential pressure drop
across the heat sink and the spatial temperature distribution at the
heater surface, and derived the total thermal resistance of the heat
sink as a function of the volumetric flow rate. We studied the
influence of the microchannel width and the number of manifold
systems on the hydrodynamic and thermal performances of the
heat sink. The experimental results were compared with the pre-
viously proposed semi-empirical one-dimensional model and vali-
dated the numerical results qualitatively and quantitatively within
an error of 25%. Furthermore, in relation to possible reuse of the
generated thermal energy in electronic chips, we discuss the im-
pact of higher fluid inlet temperatures on the performance of the
system and demonstrate a cooling efficiency enhancement of the
more than 40% for a inlet temperature rise of 50 K.

2 Experimental Methods

2.1 Design and Fabrication. The proposed microchannel
heat sink consists of a manifold layer feeding an underlying heat
transfer structure of hundreds of parallel microchannel integrated
into the backside of the heat dissipating microelectronic device.
The microchannel array is divided into thousands of heat transfer
unit cells by the overlaying manifold �see Fig. 1�. The fluid enters
the manifold system by a lateral fluid supply and branches into
parallel manifold inlet channels. As the fluid flows along the ta-
pered inlet channels it uniformly branches into the underlying
microchannels through the slit nozzles located at the bottom sur-
face of the manifold channel. After impinging directly at the back-
side of the chip, the fluid undergoes a 90 deg turn and travels
along the microchannels orthogonally orientated with respect to
the manifold �Fig. 1�. While flowing through the heat transfer

channel structure the fluid removes the heat from the electronic
components attached below. Subsequently, the fluid leaves the
heat transfer microchannel structure upwards through the slit
nozzle and merges into the outlet manifold channel, which guides
the fluid to a lateral return �Fig. 1�. To achieve a uniform cooling
capability, the same amount of fluid passes through each unit cell
of the microchannel. By introducing tapered inlet and expanding
outlet channels a constant pressure gradient across the microchan-
nel array is provided, resulting in a uniform fluid distribution �23�.

A test vehicle of the proposed design consists of two silicon
dies and a glass chip being all 28�28 mm2 in size. The micro-
channel heat sink was fabricated using photolithography and deep
reactive ion etching �DRIE� of silicon on 150 mm wafers. One
chip contains the heat transfer structure �HT-chip�, namely, a 20
�20 mm2 array of parallel microchannels being etched into the
center of a 525 �m thick silicon chip. At the back side of the
HT-chip, which is covered by about 70 nm thick silicon oxide
layer, we deposited a 300 nm thick NiCr 80/20 metal layer with a
low temperature coefficient of resistance �TCR� of 80 ppm/K be-
ing structured by a lift-off resist. The metal layer functions as a
resistive heater with a total electrical resistance of 3.1 � and is of
the same size as the microchannel array.

To measure the temperature at the heater plane we embedded
two resistive temperature detectors �RTDs�, which divided the
heater layer into three sections. The RTDs consisted of a 300 nm
thick gold layer shaped as a 10 �m wide and 1.5 mm long ser-
pentine with a total length of 10.3 mm and a mean TCR of 2320
ppm/K. The leads for the four point measurement of the RTD
resistance were 100 �m wide and were directed in pairs to the
oppositely arranged contact pads �see Fig. 2�b��. Consequently the
heater sections were separated by a 250 �m gap, providing space
for the RTDs. The manifold system and the nozzle array, which
connected the manifold and the microchannels, were etched in a
double sided DRIE sequence into a 1 mm thick silicon chip �M-
chip�. The manifold channels were formed first to a depth of
650 �m. In the second step the array of 100 �m wide slit
nozzles were etched 350 �m deep on the opposite side of the
chip. Wider nozzles would be preferable in order to minimize
pressure drop �23�. However, the width of 100 �m was chosen
for mechanical and practical reasons, as wider nozzles would col-
lide with the channel width at the end of the tapered manifold inlet
channel. The manifold channels were covered by a 500 �m thick
glass chip. The 150 mm glass wafer was coated with a 4–5 �m
thick polyimide. A leak-proof bond between the silicon wafer con-
taining the M-chips and the glass wafer was achieved in vacuum,
by applying a uniform pressure of 7 bar through a membrane to
the package backside at 350°C in a membrane oven. The package
was cut by a dicing saw into individual chips and bonded to the
HT-chips, covered by a 4–5 �m thick polyimide, which was de-
posited on the HT-chip and structured by an O2 plasma prior to
the etching process. We used a flip chip bonder to align the two

Outlet
Inlet

lateral inlet

lateral outlet
unit cell of
heat transfer structure

a b

Fig. 1 Schematic of a manifold microchannel heat sink: „a… top view of the manifold with
K=9.5; „b… isometric section view
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chips with an accuracy of �1 �m and prebonded the package at
350°C in a force controlled mode. For the final bond the package
was exposed to a pressure of 2 bar at 350°C in a membrane oven.
The total height of the heat sink, including a 500 �m thick ther-
mal test chip �HT-chip� structured by 300 �m deep microchan-
nels, did not exceed 2 mm.

As we pointed out in Ref. �23� the channel width and the num-
ber of manifold systems in parallel are the crucial parameters for
the performance of the heat sink. Therefore, we fabricated the
microchannel array with three different channel widths. The chan-
nel depth of the different designs varied slightly as well due to
DRIE etch-rate lag, which is a gas diffusion dominated feature
size dependent effect. Manifolds with 9.5 and 12.5 systems in
parallel were produced. It should be noted that one manifold sys-
tem was considered as one inlet and one outlet channel, whereas

at the edges just half of a manifold system was created �cf. Fig.
1�a��. In total six different test vehicles were available for thermal
and hydrodynamic characterizations �see Table 1�.

2.2 Test Setup and Fluid Loop. We designed a test section to
interface the individual test vehicles �see Fig. 3�a��. The main
body of the test section was fabricated in a machine able glass
ceramic due to its low thermal conductivity and mechanical
strength. The test vehicles were interfaced by clamping them
against a fluoroinated rubber gasket bonded to the glass ceramic
support by polydimethylsiloxane �PDMS�. Thus, the fluid and
pressure ports of the test vehicles and the support were tightly
connected. At the same time, the electrical contact pads of the test
vehicle were contacted by 62 spring-loaded probes. We used eight
probes for connecting the RTDs, six probes were employed to

Glass cover

M-chip

HT-chip

Inlet

Outlet

Pressure ports

Micro-channel
array

NiCr layer

A
u

la
ye

r RTD contacts

a b

Fig. 2 „a… 3D CAD drawing—isometric view on a test vehicle; „b… backside of the HT-chip
showing the thin film metal heater with embedded RTDs

Table 1 Dimensions of the test vehicles

Chip 1 Chip 2 Chip 3 Chip 4 Chip 5 Chip 6

Channel width, wHT,ch ��m� 108 107 59 56 26 27
Number of manifold systems, K 9.5 12.5 9.5 12.5 9.5 12.5
Fin thickness, wHT,w ��m� 92 93 41 44 13 12
Channel height, hHT,ch ��m� 298 298 264 264 226 226
Nozzle width, wHT,N ��m� 132 136 136 135 133 133
Manifold wall thickness, wM,w ��m� 85 85 84 87 85 87
K=9.5 wM,ch

in ���=wM,ch,0
in �−4�108�5m−5+1.22�107�4m−4+1.72�105�3m−3−8.2�103�2m−2+16�m−1+1�

K=12.5 wM,ch
in ���=wM,ch,0

in �7.2�108�5m−5−3.25�107�4m−4+6.6�105�3m−3−8.14�103�2m−2+1.45�m−1+1�
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Fig. 3 „a… 3D CAD drawing of the test section; „b… Schematic of the flow loop
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measure the on-chip potential difference across each section of the
heater, and the remaining 48 probes provided the electrical con-
nection to the heater, delivering a maximum current of 17 A.
Hence, the power dissipation was limited to 850 W. The heat loss
from the fluid to ambient was less than 1.5% at typical operation
conditions, and the parasitic thermal resistance of the test set up
was 20 cm2 K /W.

The test section was integrated into a closed fluid loop. The
flow was driven by a magnetic gear pump. We used a Coriolis
flow meter to determine the volumetric flow rate with an error of
�3 ml /min. Two T-type thermocouples were integrated into the
test section to measure the fluid inlet and outlet temperatures
�error�0.1 K�. The pressure drop across the heat sink was quan-
tified by a differential pressure transducer �error�5 mbar�. We
measured the on-chip power dissipation by detecting the input
current and the on-chip potential difference of each section of the
heater. Two RTDs were used to determine the heater plane tem-
peratures at two different locations. We obtained the spatial tem-
perature profile of the heater surface by an infrared camera. A
secondary heat exchanger connected to a chiller was used to re-
move the heat and to control the fluid inlet temperature of
20�1°C. The data reading of the sensors was performed by a
digital multimeter and relay switching card, while we recorded the
data and operated the system via LABVIEW™.

3 Results and Discussion
In order to characterize the cooling uniformity and to determine

the heat sink maximum total thermal resistance, we measured the
spatial temperature distribution of the resistive heater by means of
an infrared camera. Figure 4�a� shows the temperature distribution
of a segment of the heater surface of chip 4 �wHT,ch=50 �m and

K=12.5�, operated at a total volumetric flow rate of V̇=1 l /min

and a heat input of qchip� =100 W /cm2. From the infrared image
we computed average temperatures in x- and y-directions pre-
sented in Fig. 4�b� and defined as

T̄i =
1

Nj
�
j=1

Nj

Tj and T̄j =
1

Ni
�
i=1

Ni

Ti �1�

where i and j are the pixel counts, and Ni and Nj are the total
numbers of pixels in x- and y-directions, respectively. The corre-
sponding flow orientation in the manifold system is indicated by
the arrow. The fluid entered the heat sink on the left and branched
into parallel manifold inlet channels. From the inlet channel the
fluid was distributed to the underlying heat transfer structure
through the slit nozzles. When the flow entered the heat transfer
structure, fluid impinged directly on the bottom surface of the
microchannel, suppressing a development of a hydrodynamic and
a thermal boundary layer. Consequently, in this region, high heat
transfer coefficients were obtained, resulting in colder heater sec-
tions directly underneath the inlet nozzles. This can be seen in the
infrared image �cf. Fig. 4�a�� as darker horizontal lines and more

quantitative by the local minima in T̄y �Fig. 4�b��. After impinging
on the microchannel bottom surface, the flow underwent a 90 deg
turn and traveled along the microchannels, orientated orthogonally
to the manifold channels. The fluid heated up along the channel
and additionally a hydrodynamic and thermal boundary layer de-
veloped, causing a reduction in the local heat transfer coefficient.
Toward the end of a unit cell of the microchannel array, the fluid
exited through the outlet nozzle, connecting the microchannel to
the outlet manifold channel. Thus, a stagnation zone formed op-
posite to the outlet nozzle, resulting in a decrease in the heat
transfer rate and in an increase in the heater temperature toward
the outlet �cf. Figs. 4�a� and 4�b��. From the averaged temperature
profile in the y-direction we can see that the temperature differ-
ence form inlet to outlet was about 0.5 K.

Assuming a uniform fluid distribution along the manifold sys-
tem we would expect a constant temperature in the x-direction of
the heat sink. Except for the spreading effects at the edges of the
heat sink, we observed two major deviations from a constant chip
temperature along the x-direction. There are two considerable
temperature minima at x=6.25 mm and x=16.25 mm, and two
maxima at x=6.66 mm and x=13.33 mm. The positions of the
temperature minima correspond to the location of the RTDs. As
described earlier, the heater was divided into three sections by the
RTDs, causing a strip of 250 �m in width without any heat input.
The lack of heat input caused the temperature drop at the position
of the RTDs, which can be clearly seen in the temperature profile.

To understand the temperature maxima, a closer look at the
design of the manifold chip is needed. The base plate of the mani-
fold chip was just about 350 �m in thickness and was perforated
with 20 mm long slits representing the inlet and outlet nozzles. To
ensure a structural stability and reliability of the manifold chip
during the fabrication and packaging process, we decided not to
have continuous slits, but to leave uncut 25 �m wide solid re-
gions at one third and two third of the nozzle length. These re-
gions are functioning as bracings and stiffened the chip. The fact
that the locations of the bracings matched well with the positions
of the maxima corroborates the assumption that the bracings had
an influence on the fluid distribution and consequently on the heat
transfer. Thus, we studied numerically their influence on the fluid
distribution by a three-dimensional model of a unit cell of the heat
sink, as illustrated in Fig. 5�b�. The heat sink was represented by
an inlet manifold channel, the heat transfer structure, and an outlet
manifold channel. Due to the symmetry of the problem we con-
sidered half of an inlet and outlet manifold channel. To save com-
putational time the heat transfer structure was considered as a
porous media with an anisotropic permeability to account for the
impermeable channel walls. The flow field in the manifold domain
and the heat transfer structure were determined by solving the
three–dimensional continuity and Navier–Stokes equations,

0 5 10 15 20

28

30

32

34

T x
/[
°C
]

x / [mm]

0 2 4 6 8

28

30

32

34

T y
/[
°C
]

y / [mm]

10 20 30 40 50 60

5

10

15

20

25

25

30

35

40

pixels in x-direction

p
ix

el
s

in
y-

d
ir

ec
ti

o
n

Tem
p

eratu
re

/
[ oC

]

a

b

Fig. 4 „a… Spatial temperature distribution of a section of the
heater being measured by an IR camera: the arrow indicates
the flow direction in the manifold system; „b… top part: tempera-
ture distribution in the y-direction being averaged along the
x-direction, bottom part: Temperature distribution in the
x-direction being averaged along the y-direction
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whereas for the heat transfer domain an additional source term,
which was based on the Forchheimer modification of Darcy’s law,
was introduced to account for the porosity and permeability of the
heat transfer structure. At the inlet we applied a constant mass flux
boundary condition, and at the outlet an average static pressure of
zero was set. All other faces were considered as walls with a no
slip boundary condition. The set of partial differential equations
with the boundary conditions described above was solved numeri-
cally with a finite volume second order high resolution discretiza-
tion scheme on a structured grid using the solver CFX 11 �AN-

SYS™�. A coupled algebraic multigrid solver is used in
conjunction with a convergence criterion for the root mean square
mass and momentum residuals of 10−5. The domain was approxi-
mated by an anisotropic grid of 611,600 hexagonal cells, whereas
the mesh size was verified by a mesh independence study. A more
detailed description of the modeling methodology can be found in
Ref. �23�.

Figure 5�c� shows the normalized velocity vectors at the
XZ-center plane of the inlet manifold channel at the position
around a bracing for a total volumetric flow rate of 1 l/min. As can
be seen from the vector field there is a typical laminar layer flow
field in the main channel. At the bottom of the channel the fluid
was sucked toward the nozzle into the heat transfer structure and
underwent a change in momentum. We observed a substantial
distortion of the fluid distribution by the bracing. Upstream of the
bracing the flow inside the nozzle was blocked, whereas down-

stream, we observed stalling at the edge of the bracing, causing a
recirculation zone behind the bracing inside the nozzle. This re-
circulation zone blocked a substantial part of the heat transfer
structure for fluid supply, resulting in an increased local bulk ther-
mal resistance. To study this phenomenon quantitatively we com-
puted for the local relative volumetric flow rate through 56 planes
equally distributed along the center XZ-plane of the heat transfer
structure with a width �� of 0.5 mm and the height of the heat
transfer structure

V̇i
� =

�	i−��/2
	i+��/2�
=0


=hHTV̇id
d�

1

N�
i=1

N �
	i−��/2

	i+��/2�

=0


=hHT

V̇id
d�

�2�

As seen from Fig. 5�d�, there was a small increase in the volumet-
ric flow rate upstream of a bracing and a sharp drop behind. We
used the local fluid distribution to determine the theoretical maxi-
mum local heater temperature Tx,heater of each of the 56 sections as
we considered the change in the bulk thermal resistance due to the
fluctuations in fluid distribution

Theater,max�x� = Rtot� �x�q̇heater� + Tin �3�
The model to determine the total thermal resistance of the heat
sink accounts for a conductive thermal resistance Rcnd� of the sili-
con base, a convection resistance Rcnv� , assuming a parallel heat
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flux from the channel base and from the channel wall into the fluid
considering a fin efficiency, and a bulk thermal resistance Rbulk�
due to the finite heat capacity of the fluid

Rtot� �x� = Rcnv� + Rcnd� + Rbulk� �V̇�x�� �4�
The individual resistances are read as

Rcnd� =
hHT,ch

�s
, Rcnv� =

wHT,ch + wHT,w

wHT,ch�cnv + 2hHT,ch�cnv
w
, Rbulk�

=
Lch�wHT,ch + wHT,w�

cp,f� fV̇HT,ch

�5�

A detailed discussion of the individual components can be found
in Ref. �23�.

In Fig. 5�d� we compare the experimentally determined local
maximum heater temperature in the x-direction to the theoretically
expected heater temperature according to Eq. �3� for a heat flux
density of 100 W /cm2 and a volumetric flow rate of 1 l/min. To
determine the local maximum heater temperatures, as plotted in
Fig. 5�d�, we took the averaged heater temperatures in the

x-direction and added the maximum deviation of T̄y from the av-
erage temperature. This way we account for the elevated heater
temperature at the end of a unit cell of the heat transfer structure
due to the heating of the fluid along the channel. Accordingly, the
local maximum heater temperature was defined as

Theater,max�x� = T̄x + �T̄ − T̄y,max� �6�

Both temperature profiles were in close agreement with the posi-
tion and the actual temperatures of the maxima. Thus we could
demonstrate that the maxima were caused by an induced flow
disturbance due to the bracings. In addition this phenomenon
points out the strong impact of fluid maldistribution on the ther-
mal performance of the system and emphasizes the need of a
thorough design of the manifold and precise fabrication technolo-
gies for establishing high performance heat sinks.

Since these bracings would not be needed in a fully automated
process, it is acceptable to ignore these maxima. In addition, we
did not consider the minima caused by the RTDs. Consequently,
we considered the temperature distribution in the ranges being
illustrated in Fig. 6 to determine the absolute maximum heater
temperature Theater,max2, which was applied to compute for the to-
tal thermal resistance of the system defined as

Rtot� =
Theater,max2 − Tin

q̇heater�
�7�

We characterized the total thermal resistance of the test vehicles at
a constant temperature difference between the maximum heater
temperature and fluid inlet temperature of �Tmax=15 K and con-
trolled the heater input power. The temperature difference of
�Tmax=15 K was chosen after a sensitivity study of the total
thermal resistance of the system as a function of �Tmax. The total
thermal resistance reached an asymptotic value for �Tmax
�11 K, and its error was determined to be less than
�0.005 cm2 K /W. Figure 6 shows the local maximum heater
temperature for three different volumetric flow rates. For a flow
rate of 1.3 l/min the temperature nonuniformity in the considered
range is less than 1 K. If the flow rate is reduced by one third it
can be seen that the heater temperature increases at the end of the
manifold system. This can be either caused by a change in the
fluid distribution due to lower flow rates or by heating up of the
fluid along the manifold inlet channel. This phenomenon was
more pronounced for a flow rate of 0.29 l/min, resulting in a
nonuniformity of about 5 K. As we will demonstrate in the fol-
lowing, at these low flow rates the thermal performance of the
heat sink was strongly dominated by its bulk thermal resistance
and was thus strongly sensitive to small nonuniformities in the
flow rate.

We characterized six test vehicles summarized in Table 1 ac-
cording to their hydrodynamic and thermal performance. Figure
7�a� shows the pressure drop of all six test vehicles as a function
of the volumetric flow rate. The examined range of the volumetric
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resistance as a function of the volumetric flow rate for all six test vehicles
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flow rate corresponds to a Reynolds number range at the manifold
inlet of 450�ReM,in�2800, where we define the Reynolds num-
ber at the inlet as

ReM,in =
uM,in�wM,inhM�0.5

�
�8�

Hence we studied the performance of the heat sink from the lami-
nar regime to the border zone of the transition regime between the
laminar and turbulent flows in the manifold channel. The Rey-
nolds number for the flow through the heat transfer structure was
in the order of unity. Qualitatively for all test vehicles we ob-
served a similar power-law dependence with an exponent being
slightly larger than unity between the pressure drop across the
heat sink and the volumetric flow rate. We did not observe a rapid
change in the pressure drop at a certain volumetric flow rate in
any of the test vehicles, indicating that there is no transition from
laminar to turbulent flow. The highest hydrodynamic resistance
was measured for chip 5 �wHT,ch=25 �m and K=9.5�, whereas
chip 2 �wHT,ch=100 �m and K=12.5� provided the smallest hy-
drodynamic resistance. The total hydrodynamic resistance de-
pends on both the number of manifold systems K and the width of
the heat transferring microchannels wHT,ch.

To discuss this dependency more in-depth we present in Fig.
8�a� the pressure drop of all six test vehicles for a constant volu-
metric flow rate of 1.08 l/min. The test vehicles with wHT,ch
=100 �m exhibit a smaller pressure drop for K=9.5 manifold
systems than for K=12.5. The total pressure drop across the heat
sink is composed of the pressure losses across the manifold sys-
tem and across the heat transfer structure

�ptot = �pM + �pHT �9�

where the individual terms are read as

�pHT = 4fapp,N

� fuN
2 LN

dN
+

2fapp,ch� fuch
2 Lch

dch
+ 0.4

� fuN
2

2
+

� fuch
2

2

�10�

and

�pM =�
0

LM

−
2fapp��M, ūM�� fūM

2 ��M�
dM��M�

d�M �11�

A detailed discussion of the equations can be found in Ref. �23�.
If we increase the number of manifold systems, the initial cross

section of a manifold channel narrows as the width of the mani-
fold channel is reduced according to

wM,ch =
Lheater

2K
− wM,w �12�

where wM,w is the minimum wall thickness required for sufficient
structural stability. The pressure drop across a rectangular straight
channel is proportional to the volumetric flow rate and drops with
the fourth power of the hydraulic diameter. Following Muzychka
and Yovanovich �24� we defined the hydraulic diameter dh as the
square root of the channel cross section. Assuming that the flow
branched uniformly into the parallel manifold systems, the volu-
metric flow rate through each manifold system is read as

V̇M =
V̇tot

K
�13�

Hence along with Eqs. �12� and �13� the pressure drop across the
manifold was directly proportional to the number of manifold sys-
tems K and can be written as

�p 	
C1V̇Lch

dh
4 with dh = �hw�0.5 ⇒ �pM 	 C2V̇totK �14�

On the other hand increasing the number of manifold systems
reduces the fluid path through the heat transfer structure, and thus,
its hydrodynamic resistance. Thus an increasing total pressure
drop across the heat sink with increasing number of manifold
systems demonstrates that the rise of the hydrodynamic resistance
of the manifold systems outweighed the reduction in the pressure
loss across the heat transfer structure. If the channel width of the
heat transfer structure wHT,ch is reduced, we increase its hydrody-
namic resistance, while keeping the pressure loss across the mani-
fold system unaffected. Thus, below a certain channel width
wHT,ch, the pressure loss across the heat transfer structure will
dominate the overall pressure drop of the heat sink. Consequently,
in this range, a reduction in the hydrodynamic resistance of the
heat transfer structure due to an increased number of manifold
systems from K=9.5 to 12.5 would overweigh the accompanied
rise of pressure loss across the manifold. As seen from Fig. 8�a�
for a channel width of wHT,ch=50 �m less manifold systems �K
=9.5� were beneficial, whereas for a channel width of wHT,ch
=25 �m it was favorable to increase the number of manifold
systems to K=12.5. Hence, for the present parameter set, the tran-
sition formed a manifold dominated to a heat transfer structure
dominated hydrodynamic resistance, which occurred between
wHT,ch=50 �m and 25 �m.
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Fig. 8 Comparison of the experimentally and theoretically determined „a… total pressure
drop across the heat sink as a function of the number of manifold systems for varying
channel width wHT,ch and „b… maximum total thermal resistance as a function of the
channel width wHT,ch for K=9.5 and a volumetric flow rate of 1.08 l/min
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In a previous paper �23� we presented a semi-empirical one-
dimensional model developed based on the results of a three-
dimensional numerical model. It considers the pressure drop
across the manifold, nozzles, and microchannels. To demonstrate
its accuracy, we applied this model to the present test vehicles and
used the geometric parameters, as summarized in Table 1 as input
parameters. In Fig. 8�a� we compare the pressure losses of all six
test vehicles estimated by the semi-empirical one-dimensional
model to the experimental results. The model represents the hy-
drodynamic performance qualitatively and quantitatively with a
maximum deviation of less than 25%.

The total thermal resistance of the six test vehicles as a function
of the volumetric flow rate is presented in Fig. 7�b�. We observed
a power-law decay of the total thermal resistance for an increased
volumetric flow rate. As shown in Ref. �23� this power-law decay
was caused by a reduction in the bulk thermal resistance of the
heat sink. The test vehicle chips 5 and 6 with a channel width of
the heat transfer structure of wHT,ch=25 �m provided the smallest
total thermal resistance for a given volumetric low rate. Increasing
the channel width wHT,ch results in higher total thermal resis-
tances, as shown in Fig. 7�b�.

The number of manifold systems K had no significant influence
on the thermal performance of the heat sinks. For a constant total
volumetric flow rate a reduction in the number of manifold sys-
tems causes an increase in the local volumetric flow rate through
one unit cell of the heat transfer structure. We demonstrated nu-
merically in Ref. �23� that the convective thermal resistance is
almost unaffected by an increase in the local volumetric flow rate,
hence, by an increase in velocity. In addition, the bulk thermal
resistance of the system remains the same as the fluid path length
through the heat transfer structure decays proportional to the num-
ber of manifold systems and compensates the increased local
volumetric flow rate. Hence, we would not expect a dependency
of the total thermal resistance on the number of manifold systems,
which is consistent with the experiment �cf. Fig. 7�b��.

Figure 8�b� illustrates the total thermal resistance of the heat
sink as a function of the channel width of the heat transfer struc-
ture for a constant volumetric flow rate of 1.08 l/min and a num-
ber of manifold systems K=9.5. The total thermal resistance in-
creases linearly with increasing channel width. In addition, we
plotted the total thermal resistance being computed by means of
the semi-empirical one-dimensional model �cf. Eq. �4��. The
model shows qualitatively the same dependency between the total
thermal resistance and the width of the channels of the heat trans-
fer structure. However, there is a discrepancy in the slope of the
functional relationship, which becomes obvious especially for the
larger channel width of wHT,ch=100 �m. The semi-empirical one-
dimensional model does not explicitly account for any heat trans-
fer from the nozzle walls into the fluid. The test vehicles with a
channel width of wHT,ch=100 �m had aspect ratios of about
three, providing a good thermal connection through the channel
walls to the nozzle section �fin efficiency of 86%�. This might be
the reason for underestimating the thermal performance of the
system especially for larger channel widths. Nevertheless, the
maximum quantitative deviation is less than 25%.

In the following, we compare the efficiency of the different heat
sink designs. The efficiency of a heat sink is defined by the ratio
of the removed heat flux per invested pumping power, also known
as its coefficient of performance �COP� �25�. This scales reversely
with the total thermal resistance of the system. Hence, a lower
total thermal resistance at a constant pumping power demonstrates
a higher heat sink performance. In Fig. 9 we compare the total
thermal resistance of the different designs with a number of mani-
fold channels of K=9.5 as a function of an idealized pumping
power P, which is defined as

P = �pV̇tot �15�

In the case of high pumping powers and high volumetric flow
rates the design of the heat transfer structure with the smallest

channel width, namely, wHT,ch=25 �m, performed most effi-
ciently, although it showed the highest hydrodynamic resistance
�cf. Fig. 7�a��. At a constant pumping power the volumetric flow
rate was lower for the test vehicle with wHT,ch=25 �m than for
the other two designs with larger channels, and consequently, it
resulted in a higher bulk thermal resistance. However, due to the
lower convective thermal resistance of this test vehicle, the avail-
able thermal mass flux was used more efficiently resulting in
higher outlet temperatures for a constant heat flux.

If the pumping power is reduced, the increase in the total ther-
mal resistance of the test vehicle with wHT,ch=25 �m was more
pronounced than for the other two devices. Since the convective
thermal resistance was lower than the one of the other devices, the
transition at which the bulk thermal resistance became the domi-
nant part in the resistance chain occurred at higher volumetric
flow rates, and consequently, at higher pumping powers. Thus the
total thermal resistance of the test vehicle with wHT,ch=25 �m
showed a stronger dependence on the pumping power. For pump-
ing powers below 0.06 W it would be beneficial to increase the
channel width of the heat transfer structure from wHT,ch=25 �m
to 50 �m in order to reduce the hydrodynamic resistance, and
therefore, the bulk thermal resistance. At this point the increase in
the convective thermal resistance due to an enlargement of the
channel width would be compensated by the reduction in the bulk
thermal resistance.

Next, we demonstrate the potential of the heat sink design to be
used in combination with elevated inlet temperatures to reduce the
datacenter energy costs and to make energy reuse possible. We
studied the influence of increased fluid inlet temperatures on the
performance of the best performing test vehicle with a channel
width of wHT,ch=25 �m and a number of manifold systems of
K=12.5. Figure 10�a� depicts the pressure drop and the total ther-
mal resistance of this device as a function of the fluid inlet tem-
perature at a constant volumetric flow rate of 1 l/min and a con-
stant heat flux density of 100 W /cm2. An increase in the fluid
inlet temperature from 20°C to 70°C lowered the pressure drop
across the heat sink by about 40% due to a 60% reduction in the
dynamic viscosity of water. The pressure drop reduction was not
linear as the dynamic viscosity of water decays exponentially with
temperature.

On the other hand, the total thermal resistance of the heat sink
was increased by about 12%, mainly attributed to a 20% reduction
in the silicon thermal conductivity. A reduction in the thermal
conductivity of silicon contributed to an increase in the conduc-
tion thermal resistance of the silicon base, causing a 6% increase
in the total thermal resistance. In addition, the fin efficiency was
decreased, causing a reduction in the convective thermal resis-
tance. Simultaneously, the fluid thermal conductivity was in-
creased by about 10%, resulting in an increased convective heat
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transfer. However, the total thermal resistance of the heat sink was
only slightly affected by the convective thermal resistance as it
accounts for only a share of 20% of the chain of thermal resis-
tances. The volumetric heat capacity of the fluid decreased by
about 2%, which directly affected the bulk thermal resistance of
the system. To evaluate the increase in efficiency of the heat sink
due to elevated inlet temperatures, we determined the relative
COP, normalized to the COP at 20°C. Hence, we write the rela-
tive coefficient of performance for a constant maximum tempera-
ture difference between heater and fluid inlet as

COP

COP20
=

q̇heater

P

P20

q̇heater,20

=
P20

P

Rtot,20� �Tmax

Rtot� �Tmax,20

=
P20

P

Rtot,20�

Rtot�
�16�

Figure 10�b� depicts the relative enhancement in the COP as a
function of the fluid inlet temperature. Due to the nonlinear be-
havior of the pressure drop as a function of the inlet temperature
�cf. Fig. 10�a�� we observed a saturation curve for the COP. At
inlet temperatures above 60°C, the pumping power reduction and
the increase in the total thermal resistance were balanced. Hence,
a further rise of the inlet temperature did not influence the effi-
ciency of the heat sink. Concluding, the performance of the heat
sink could be enhanced by more than 40% for a 50 K rise of the
fluid inlet temperature �compared with an inlet temperature of
20°C�, resulting in a maximum heater temperature of 81°C for a
fluid inlet temperature of 70°C.

4 Conclusion
A novel, ultrathin manifold microchannel heat sink was fabri-

cated and investigated experimentally. We processed six different
prototypes with varying channel widths of the heat transfer struc-
ture and different numbers of manifold systems. A test loop for
accurate hydrodynamic and thermal characterizations of the test
vehicles was established. We studied experimentally the sensitiv-
ity of the heat sink hydrodynamic and thermal performance on the
width of the microchannels, the number of manifold systems, the
volumetric flow rate, and the pumping power. The present experi-
mental results validated our previous semi-empirical one-
dimensional model �23� qualitatively and quantitatively within a
maximum deviation of 25%.

It was demonstrated that the optimum design of the heat sink
was determined by the interaction between the number of mani-
folds and the channel width of the heat transfer structure. The
optimum was shifted to wider heat transfer channels for lower
pumping powers. The best performing prototype �wHT,ch=25 and
K=12.5� closest to the optimum choice of design parameters pro-
vides a total thermal resistance of 0.09 cm2 K /W at a volumetric
flow rate of 1.3 l/min and a pressure drop of 0.22 bar for a four
square centimeter chip area and an inlet temperature of 20°C.

This allows for cooling power densities of more than 700 W /cm2

for a maximum temperature difference between th fluid inlet and
maximum chip temperature of 65 K.

Typical power densities of high performance microprocessors
are currently in the range of 100 W /cm2. Our current optimum
design �wHT,ch=25 �m and K=12.5� allows for elevated inlet
temperatures of up to 70°C, resulting in a maximum chip tem-
perature of 81°C for a flow rate of 1 l/min. The low thermal
resistance and the tolerable high inlet temperatures provide the
possibility of free cooling in all climate zones, eliminating the
need for chillers. In addition, the rise of the inlet temperature to
70°C enhances the overall efficiency of the heat sink by more
than 40%. Hence, not only the possibility of energy reuse is pro-
vided by increasing the inlet temperatures, but the overall perfor-
mance of the cooling solution is enhanced by a reduction in the
total pressure drop across the heat sink.

The current performance of the heat sink could be further im-
proved by reducing the nozzle length and by increasing the mani-
fold channel height. This would drastically lower the hydrody-
namic resistance of the heat sink �23�. A reduction in the
hydrodynamic resistance of the manifold would shift the design
optimum toward higher numbers of manifold systems. Hence, the
flow path through the heat transfer structure would be reduced,
which allows for narrower channel widths of the heat transfer
structure and accordingly entails a reduced total thermal resistance
of the heat sink.

If there is a demand for other liquid coolants than water, the
optimum design of the heat sink will change. For example, the
operation with fluids having lower heat capacity than water would
shift the optimum to larger heat transfer channels and less mani-
fold systems in parallel in order to reduce the hydrodynamic re-
sistance of the system and therewith increase the volumetric flow
rate to compensate the increased bulk thermal resistance. Hence
the decoupling of the fluid distribution from the intrinsic heat
transfer provides the advantage of damping effects from, e.g.,
changed fluid properties.

The proposed design implies that the heat transfer structure,
namely, the microchannel array, is incorporated directly in the
back side of the microelectronic device. If a patterning of the
microelectronic device was not desired, the heat transfer structure
could be fabricated in a separate silicon chip, which could be
bonded to the microelectronic device by a eutectic AuSn 80/20
thin film solder, as proposed by Brunschwiler et al. �26�. The
AuSn provides a bulk thermal conductivity of 57 W/m K at a
bondline thickness of about 5 �m, resulting in an additional con-
ductive thermal resistance of less than 0.001 cm2 K /W. There-
fore, the thermal resistance of the bond is almost negligible, and
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the total thermal resistance of the cooling solution can be deter-
mined by accounting for the additional conduction resistance of
the microelectronic device.
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Notation
c � constant

cp � heat capacity �J/kg K�
COP � coefficient of performance

d � characteristic diameter �m�
f � friction factor
h � height �m�
K � number of parallel manifold systems
L � length �m�
N � quantity indicator
p � pressure �Pa�
P � pumping power �W�
q̇ � heat flux �W�
R � thermal resistance �K /W−1�
T � temperature �K�
V̇ � volumetric flow rate �m3 s−1�
w � width �m�

x ,y ,z � global coordinates �m�

Greek Letters
� � heat transfer coefficient �W /m2 K�

 � fin efficiency
� � thermal conductivity �W/m K�
� � density �kg /m3�
� � local coordinate in the streamwise direction

�m�
� ,
 � local coordinate in the transverse direction �m�

Subscript/Superscript
‘’ � area normalized �m−2�

i , j � indices
ch � channel

cnd � conduction
cnv � convection

f � fluid
h � hydraulic

HT � heat transfer structure
in � inlet
M � manifold

max � maximum
N � nozzle
s � solid

tot � total
w � wall
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Fluid Flow and Heat Transfer in a
Horizontal Channel With
Divergent Top Wall and Heated
From Below
Secondary flow structure and its enhancement on the heat transfer in a horizontal diver-
gent channel have been studied. The bottom wall is horizontal and is heated uniformly
while the opposite top wall is insulated and inclined with respect to the horizontal plane
so as to create a divergent angle of 3 deg. At the entrance of the channel, the aspect
ratios for the width to the height and the channel length to the height are 6.67 and 15,
respectively. The Reynolds number ranges from 100 to 2000 and the buoyancy parameter
Gr /Re2 from 0 to 405. Both flow visualization and temperature fluctuation measurements
at different locations are made to indicate the flow structure and oscillation of the sec-
ondary flow. The adverse pressure gradient in the divergent channel causes a thicker
heated layer in the bottom and earlier initiation of secondary flow. Interaction between
neighboring vortices and plumes becomes more severe and highly unstable. This pre-
cludes the formation of steady two-dimensional longitudinal vortex rolls in the down-
stream and leads to an earlier and larger enhancement of the heat transfer than the case
of the parallel-plate channel. The effects of the buoyancy parameter and the divergence
of the channel on the secondary flow structure and the Nusselt number are presented and
discussed. �DOI: 10.1115/1.4001606�

Keywords: mixed convection in horizontal divergent channel, divergent channel flow
heated from below, secondary flow structure, mixing convection heat transfer

1 Introduction
Mixed convection in channels has received great interest in the

past 3 decades for its practical application in the solar energy
collectors, heat exchangers, geothermal energy systems, chemical
deposition of solid layer in the semiconductor industry, and the
cooling of the nuclear reactors and modern electronic equipments.
For a horizontal channel heated from below, the buoyancy force
can induce secondary flow, which shortens the thermal developing
length, may induce transition to turbulent flow, and enhance the
heat transfer �1–5�. The secondary flow is observed to be in the
form of longitudinal vortex rolls, which, as a result of the shear
force imposed by the mainstream, begin to bifurcate and curl back
to the heated surface such that a mushroom configuration is seen
when viewed in the spanwise direction. It is found that the flow
structure and heat transfer depend very much on the Rayleigh
number, the Reynolds number, the Prandtl number, and the aspect
ratio �width to height ratio� of the channel. In addition, the forma-
tion of the plume and the resulting mushroom-shaped vortices in
the upstream can gradually transform into the two-dimensional
convection rolls in the downstream. The transformation process
involves a three-dimensional flow variation and has not been ex-
plored in detail before. Due to the difference in the Pr number, the
complete transformation process for the experiments with water
may not be used to infer the experiments with air.

The earlier work on the mixed convection, especially the sec-
ondary flow structure and its effect on the heat transfer, in the
parallel-plate channel was analyzed by Yasuo and Yutaka �5� who
can predict both the first and second type vortex rolls of the fully

developed buoyancy induced secondary flow in an asymmetric
isothermal channel. Longitudinal convection rolls are observed in
the experiments with air, which are used to check the validity of
the analysis. In the developing region, Hwang and Liu �3� ob-
served the mushroom-shaped plume associated with vortices and
found that the wavelength of the plume decreases and approaches
the prediction based on the linear stability analysis as the aspect
ratio increases. For the experiments with water, the complete
transformation process of the secondary flow from the mushroom-
shaped plume to the vortices, the breakdown of vortices, and the
transition to the turbulent flow is visualized �6,7�. For Gr�1.5
�107, the number of plume produced is A /2, but with increasing
Gr to 8.0�108, the number increases to approximately 4A. This
behavior is consistent with the results for the experiments with
water �1,8�. However, in the experiments with air �4,9�, the peri-
odic spanwise temperature distributions with wavelength of the
channel height have been measured and obtained when Ra
�8000, which suggests the appearance of the second type vortex
rolls as predicted by Yasuo and Yutaka. The critical Rayleigh
numbers for the onset of secondary flow were also studied in the
fully developed region �10–12� and both the thermal entry and the
combined entry region �2,4,13,14�. Correlations for the onset of
thermal instability are obtained for both the experiments with wa-
ter and air. It is found that as the critical Rayleigh number in-
creases, the onset of instability moves upstream and the corre-
sponding wave numbers increase. Theoretical analyses �15–17�
were also performed to predict the onset of the thermal instability.
The predictions are close to the experimental data. For the heat
transfer, significant enhancement in the heat transfer due to the
secondary flow is found. However, longitudinal periodicity in the
Nusselt number upstream of the fully developed region is found
only in the experiments with water �6,7�, but is not reported in the
experiments with air �2,14�. From the review of literature, it ap-
pears that the results obtained for the critical Rayleigh number for
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the initiation of the plume, the number of plume produced, and the
heat transfer characteristic between the experiments with water
and the ones with air are different.

Numerical studies are also performed to study the occurrence
and the structure of the secondary flow and the enhancement of
heat transfer in both the developing and fully developed regions
�18–23�. The trends obtained in general are consistent with the
experimental observations. However, most of the numerical cal-
culations assume steady laminar flow. This may not be true for the
initiation, growth of the plumes and vortices, and the transforma-
tion into two-dimensional convection rolls. Further improvement
in the numerical calculation is still needed.

However, in practical application, the channel wall may not be
in perfect parallel such as in cooling passage of electronics where
slight channel convergence or divergence may occur. Large con-
vergence or divergence in channel may occur in nozzle or diffuser.
The sight convergence in the top wall has a practical application
in chemical vapor deposition process where the convergence of
the channel has the effect to make the species transport more
uniform. In fact, the convergence of channel can accelerate the
mainstream, which results in suppressing the turbulence and re-
ducing the buoyancy effect. It can completely change the trans-
formation process and greatly alter the secondary flow structure
and the heat transfer �24,25�. In addition, the onset of secondary
flow can be significantly affected by the convergence or diver-
gence of the channel �24,26�, which leads to earlier initiation or
retardation of heat transfer enhancement. In a heated vertical di-
vergent channel, however, it is found �26� that the divergence of
channel decelerates the flow, thereby destabilizing the flow and
increasing the buoyancy effect, which leads to a deeper penetra-
tion of the reversed flow into the channel. The destabilization
effect of the divergent channel can lead to breakdown of vortices
and to transition to turbulent flow, which can significantly enhance
the heat transfer. In addition, even a slight divergence of the chan-
nel can greatly alter the secondary flow structures and, hence, the
heat transfer performance. However, in a horizontal divergent
channel heated from a side, the mixed convection flow can be
significantly affected, which leads to earlier initiation of the sec-
ondary circulation flow �27�. However, this flow variation does
not have a significant effect on the heat transfer. It appears that the
effect of channel divergence on both the mixed convection flow
and heat transfer is an interesting phenomenon. However, a com-
plete study on this topic is still very few. Deeper understanding of
the flow and heat transfer is still needed.

The present paper describes an experimental study of mixed
convection in a heated horizontal divergent channel. A uniform air
flow is provided at the channel entrance, and exits to the ambient
after passing through the test section. The bottom wall is main-
tained in the horizontal position and is heated uniformly, while the
opposite, top wall has a divergent angle of 3 deg to the horizontal
plane. That is, the downstream end of the top wall is tilted away
from the bottom wall, and is well-insulated. The objective of this
investigation is to study the mixed convection flow, especially the
secondary flow structure and the heat transfer, in a heated hori-
zontal divergent channel. Results of both the flow visualization by
introducing smoke at the inlet and the heat transfer measurements
along the heated wall are presented. The effects of the buoyancy
parameter and the Reynolds number on the flow structure and the
Nusselt number are reported.

2 Experimental Apparatus and Procedures
Experiments are performed in a Plexiglas channel, as shown in

Fig. 1. The channel is 45 cm in length, 20 cm in width inside, and
3cm in height at the entrance. The heated wall is kept horizontal
and the opposite wall is titled with a divergence angle of 3 deg.
Therefore, the exit of the channel has a height of 7.72 cm. The
heated wall is made of a 2 cm thick balsa wood and electrically
heated. This is achieved by gluing seven of 0.015 cm thick stain-
less steel foil strips on the entire bottom wall and passing an

electric current through the foil heater. dc power is used to provide
the electric energy for generating the desired heat flux. For better
insulation, a 12 cm thick foamed rubber is glued on the back of
the heated wall. All the other side walls are wrapped with a 3 cm
thick foam rubber.

Since the temperature variation of the heated wall may be large
in the transverse direction, the heated wall is instrumented with
seven rows of Chromel-Alumel thermocouples. One row of the
thermocouples is along the centerline of the wall. The distance
between two neighboring rows is 2.5 cm, and the spacing between
two neighboring thermocouples in each row is 2 cm. Therefore,
there are a total of 22 thermocouples in each row. All thermo-
couples are calibrated in a constant temperature bath and the mea-
surement error is found to be within �0.1°C. All the temperature
signals are acquired with a FLUKE-2287A data logger connected
to a computer for direct processing. The temperature data are
taken when the entire system reaches steady state, usually in 3–4
h.

For the flow visualization experiments, a smoke generator is
used to supply smoke of fine particles. Smoke enters the channel
from a slot of 1 mm width located on the bottom surface in the
immediate upstream of the channel entrance. A transverse sheet of
light perpendicular to the bottom heated wall is used to visualize
the spanwise structure of secondary flow, while the sheet of light
from the end parallel to the flow passage is used to visualize the
flow structure from the top view when it is necessary. The flow
patterns at the upstream, the central, and the downstream regions
can be observed and recorded.

The wind tunnel, as shown in Fig. 1�a�, is the same as the one
used in the studies of mixed convection in a heated horizontal
parallel-plate and convergent channel �24� or vertical channels

Fig. 1 Schematic for „a… the experimental setup, which in-
cludes „1… wind tunnel, „2… smoke generator, „3… dc power sup-
ply, „4… Plexiglas channel, „5… camera, „6… laser, „7… rotating mir-
ror, „8… data acquisition system, „9… personal computer, and
„10… compressor to blow smoke from smoke generator into the
channel; and „b… the horizontal divergent channel, which in-
cludes „1… slot for smoke injection, „2… stainless steel foil, and
„3… seven rows of thermocouples in the transverse direction
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�26,28�; hence a detailed description is omitted here. The calibra-
tion needed for velocity measurement is also described by Huang
et al. �24�. The total heat input in a single heating strip can be
determined by the electric voltage and current passing through the
strip. By subtracting conduction and radiation losses from the total
energy supplied, the local heat transfer coefficient is evaluated by
the following equation:

hr = �qr − qrad − qcond�/�Tw − Tr� �1�

where Tw is the average temperature of a single strip, and r refers
to the bulk mean condition. The conduction heat loss from the
heated wall is estimated by a one-dimensional conduction equa-
tion in a composite wall. The procedure to calculate the radiation
loss from the heated wall is very similar to the one described in
Ref. �29� and will not be repeated here. The thermal physical
properties used in the local Nusselt number are evaluated at the
bulk mean temperature of the flow, while those in the Reynolds
and Grashof numbers are evaluated at the inlet temperature.

The uncertainty of the experimental data is determined accord-
ing to the procedure proposed by Kline and McClintock �30�. The
maximum uncertainty of local Nusselt number is 5.6%, while that
for the Reynolds and Grashof numbers are 6.2% and 7.8%, re-
spectively.

3 Results and Discussions

3.1 Flow Visualizations. Since the smoke layer is very thin in
the bottom, an almost equally spaced, stationary wave can be
clearly observed at an earlier stage, as shown in Fig. 2�a� for the
divergent channel and Fig. 3�b� for the parallel-plate channel. The
parallel-plate channel has the same length and width as the diver-
gent channel, and has a channel height of 3 cm. Due to the desta-
bilization effect in the divergent channel, the stationary wave oc-
curs at a much earlier stage than in the parallel-plate channel. The
amplitude of this stationary wave grows as flow moves down-
stream until the wave head protrudes into the core as a small
finger with a small bud on the top, as shown in Figs. 2�b� and 3�c�.
The small bud grows in size until a mushroom-shaped cap is
formed, as shown in Figs. 2�c� and 3�e�. The mushroom-shaped
plumes grow and extend laterally until they reach the neighboring
plumes and roll downward becoming convection rolls. It is noted
that the divergence of channel can decelerate the flow, at the same
time the adverse pressure gradient tends to make the flow un-
stable. Therefore, the secondary flow occurred, as shown in Fig. 2,
is somewhat different from the results for parallel-plate channel,

as shown in Fig. 3. It appears that the plume can be initiated at a
much earlier stage. This is attributed to the deceleration of flow,
which makes the heated layer thicker and protrusion of heated
layer into the core at an earlier stage. Due to the destabilization
effect of the adverse pressure gradient, the plumes produced are
not stable. They oscillate in spanwise direction. In addition, the
deceleration of flow can effectively lead to the local increase in
Gr /Re2. Therefore, the mushroom-shaped vortices extend laterally
in a more rapid speed than in the parallel-plate channel, which
causes interaction with the neighboring vortices and form a com-
plicated flow structure, as shown in Figs. 2�e� and 2�f�.

The interaction of vortices is not observed in the parallel-plate
channel for Re=500 and Gr /Re2=20, as shown in Figs. 3�e� and
3�f�. Since the channel cross section in the downstream of the
divergent channel is relatively large, which gives the plumes more
space to grow, the plumes and vortices produced in the divergent
channel are greater. The greater plume produced requires to suck
up more fluid of the heated layer on the bottom wall. This can
significantly reduce the thermal boundary layer thickness along
the bottom wall, and lead to a significant enhancement in the heat
transfer.

When the buoyancy parameter is greater, the formation of
plume and interaction of neighboring vortices in the divergent
channel can occur at an earlier stage than in the parallel-plate
channel. The earlier interaction of plumes leads to a reduction in
the thickness of the bottom heated layer, which can increase the
heat transfer. The interaction between vortices is so severe that the
mushroom-shaped vortex structure cannot be visualized in the
downstream region. However, the flow is still very steady and
laminar, and no transition to turbulent flow has occurred. Since the
channel height is relatively large in the downstream, this makes
the heated fluid smoke to stay in the upper region of the channel.

When the buoyancy parameter is higher, the occurrence of sta-
tionary wave and protrusion of wave head into the core as a small
finger with a small bud is initiated at a much earlier stage, as
shown in Fig. 4�b� for Gr /Re2=60 and Re=500. The mushroom-
shaped plumes also grow at a much earlier stage and extend lat-
erally until they interact each other, as shown in Figs. 4�c� and
4�d�. One can find that as the plumes grow in size, they suck up
the heated flow on the bottom wall. This action can significantly
reduce the thickness of the thermal boundary layer and enhance
the heat transfer. Due to divergence of channel, formation of
plume and interaction between neighboring vortices can occur at a
much earlier stage than in the parallel-plate channel �24�. It is
expected that this leads to an earlier enhancement of heat transfer.

Up to x=15 cm, the plume activity is very steady. For
�18 cm, however, both the effects of deceleration flow and ad-
verse pressure gradient make the interaction between vortices so
intense that they cause the plumes unstable. The plumes may os-

Fig. 2 Flow structure in a divergent channel with Gr/Re2=20
and Re=500 at different locations „end view…

Fig. 3 Flow structure in a parallel-plate channel with Gr/Re2

=20 and Re=500 at different locations „end view…
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cillate, shift, and combine with neighboring plumes, which make
the entire flow highly unstable, as shown in Fig. 4�e�. In the
parallel-plate channel, however, the plumes and the entire flow are
more stable �24�. Eventually, the combination process leads to
possible formation of longitudinal convection rolls. However, due
to the unstable nature of the decelerated flow, development of
longitudinal convection rolls cannot be established, as shown in
Fig. 4�f�, even in a longer channel. The relatively large space near
the exit makes the heated fluid stay in the upper region of the
channel, as shown in Fig. 4�g�. Since the rising heated flow can
reduce pressure in the bottom, which leads to suck in the cold
flow from the outside and forms flow reversal along the bottom
wall near the exit, the cold reversed flow moving upstream from
the outside can be concluded from the upstream motion of the
bottom smoke near the exit.

For parallel-plate channel heated at a higher buoyancy param-
eter, the mushroom-shaped plume or vortices can be transformed
into two-dimensional convection rolls in the downstream, as
shown in Fig. 5 for Gr /Re2=450 and Re=105. Each of the
plumes can roll back and form a two-dimensional circulation cell,
as shown in Figs. 5�a�–5�c�. However, some of the small convec-
tion cells are not stable due to the narrow width in size, which can
readily combine with the neighboring small cell to form a larger
one. Finally, all the small narrow size cells combine with the
neighboring smaller cells and form a total of four stable, longitu-
dinal convection rolls in the entire cross section of the channel, as

shown in different sections of the channel in Figs. 5�d�–5�f�. In a
divergent channel, however, due to destabilization effect, the
plume produced in the upstream is highly unstable as shown in
Fig. 6�a� for Gr /Re2=450 and Re=105. Therefore, formation of a
stable circulation cell is not possible. The unstable plumes extend
laterally and combine directly with the neighboring ones and form
a much greater circulation cell. However, these large cells are
highly unstable, as shown in Figs. 6�b�–6�d�, that the number of
cells could not be counted. In addition, deeper penetration of the
cold reversed flow from the exit of channel is found, which pushes
the heated flow to stay in the upper part of the channel, as shown
in Figs. 6�e� and 6�f�. This leads to a result that the two-
dimensional, longitudinal convection rolls cannot be established
in the divergent channel, as shown in Figs. 6�e� and 6�f�. The
reversed flow can be confirmed with the measurement of rela-
tively low temperature near the exit. Although the flow structure is
very complex and unsteady and the divergence of channel tends to
destabilize the flow, the clear structure of the smoke suggests that
transition to turbulent flow has not occurred near the exit.

For Re=1000 and Gr /Re2=10, the plume produced is highly
unstable, as shown in Fig. 7. In addition to the causes contributed
to the instability of plume described in the parallel-plate channel
�24�, the bottom heated layer in the divergent channel is thicker
and more unstable than in the parallel-plate channel. This makes
additional contribution to the instability of plumes and vortices.
The shape, size, and position of each plume vary from time to
time, as shown in Figs. 7�b�–7�e�. In addition, the relatively thick
heated layer in the bottom can make the earlier initiation of
plume. At x=25 cm, well established mushroom-shaped plumes
can be formed in the divergent channel; while in the parallel-plate
channel, the protrusion of the bottom layer has just appeared as
small fingers. Due to the destabilization effect of the adverse pres-
sure gradient, interaction between plumes occurs at an earlier
stage than the case of parallel-plate channel �24�, and forms a
complex flow structure near the exit, as shown more clearly in
Figs. 7�a� and 7�f�.

4 Temperature Fluctuations
The temperature fluctuation is measured, at the central location

along the duct at different axial distances. The temperature fluc-
tuation in the divergent channel is initiated at an earlier stage than
in the parallel-plate channel, as shown in Fig. 8�b� for Gr /Re2

Fig. 4 Flow structure in a divergent channel with Gr/Re2=60
and Re=500 at different locations

Fig. 5 Flow structure in a parallel-plate channel with Gr/Re2

=450 and Re=105 at different locations

Fig. 6 Flow structure in a divergent channel with Gr/Re2

=450 and Re=105 at different locations
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=20 and Re=500, where plume activity and interaction between
vortices have already occurred in the divergent channel. This is
attributed to the deceleration of flow, which makes the heated
layer thicker and protrusion of the heated layer to the core at an
earlier stage. The occurrence of small amplitude and high fre-
quency of temperature fluctuation, as shown in Figs. 8�c� and
8�d�, suggests the occurrence of interaction between vortices, as
shown in Figs. 2�d� and 2�e�. Due to adverse pressure gradient
effect, flow tends to separate from wall and flow reversal may
occur near the exit. Since the bottom heated fluid tends to move
upward, a lower pressure can be created on the bottom wall,
which can suck in the cold air from the outside. Therefore, the

occurrence of cold reversed flow can reduce the mean tempera-
ture, as shown in Fig. 8�e�, and enhance fluctuations of tempera-
ture. The cold, reversed flow was clearly observed in flow visual-
ization experiments when the buoyancy parameter is high; i.e.,
Gr /Re2=60 and Re=500. Slight reduction in mean temperature
occurs from x=25 cm to x=44 cm. This is attributed to the di-
vergence of channel, which makes the plume and vortex activity
very intense in this region and lead to suck up more fluid in the
bottom heated layer and reduce the layer thickness. Therefore,
enhancement in the heat transfer by the secondary flow in this
region is expected to be very significant. The more intense activity
of plumes and vortices in the divergent channel makes severer
fluctuations of temperature, as shown in Fig. 8�e�.

As the bottom wall heat flux increases, the fluctuation of tem-
perature can be initiated at an earlier stage, as shown in Fig. 9�b�
for Gr /Re2=60 and Re=500. The amplitude and frequency of the
temperature fluctuation for divergent channel are significantly
higher than the case of parallel-plate channel �24�. This is due to
the more intense activity of plume in the divergent channel. The
deceleration of flow makes the buoyancy force become more ef-
fective to drive the plume activity. In addition, the adverse pres-
sure gradient can make the bottom heated layer thicker and pro-
trusion of the heated layer into the core at an earlier stage. This
has also been concluded in the flow visualization experiments.
Interaction between vortices starts to occur close to x=18 cm,
which makes additional contribution to the temperature fluctua-
tion, as shown in Fig. 8�c�. It appears that interaction between
vortices for divergent channel occurs at an earlier stage than the
parallel-plate channel �24�.

The large temperature rise, as shown in Fig. 9�d�, is due to the
plume, which moves across the thermocouple probe. Intense
plume activities such as shifting of plume and interaction with
neighboring plumes are observed in the flow visualization experi-
ments. It appears that the fluctuation of temperature inside the
plume is more intense than outside of it. At x=36 cm, the large
amplitude of temperature fluctuation is attributed to the combina-
tion between plumes leading to the possible development of lon-
gitudinal convection rolls. It appears that the large amplitude of
temperature fluctuation does not suggest transition and occurrence
of turbulent flow. However, the divergence of channel tends to
preclude formation of longitudinal convection rolls but leads to
formation of flow reversal near the exit. The significant reduction
in mean temperature near the exit suggests the occurrence of re-
versed flow, which moves upstream along the bottom wall from
the outside. Excluding the time period when the plumes pass
through the probe and raise the temperature significantly, instead
of the increase, the decrease in mean temperature occurs from x
=12 cm to x=25 cm. Therefore, significant enhancement of heat
transfer by the secondary flow in this region can be expected.

For Gr /Re2=450 and Re=105, the mainstream velocity is low
while the buoyancy force is relatively large, and the divergence of
channel can make the bottom heated layer thicker and lead to
more intense activities of plume and vortex. This causes the tem-
perature fluctuation more irregular and has a larger amplitude than
the case of parallel-plate channel, especially in the downstream
region. However, the large amplitude of temperature fluctuation in
the downstream near the exit is attributed mostly to the occurrence
of the flow reversal along the bottom wall. The decrease in mean
temperature also occurs from x=5 cm to x=15 cm. Heat transfer
enhancement by the secondary flow in this region is also expected
as the case for parallel-plate channel.

For Gr /Re2=10 and Re=1000, the Reynolds number is double,
and at the same time the Grashof number increases quadruply.
This is the case when the mainstream velocity is relatively high
and the buoyancy force is not small. Since the large heat flux
along the bottom wall makes the bottom heated layer relatively
thick, the relatively high flow velocity in the core makes the
heated layer in the bottom highly unstable. Fluctuations of tem-
perature can be seen clearly for x�15 cm, which is in the region

Fig. 7 Flow structure in a divergent channel with Gr/Re2=10
and Re=1000; „a… top view, photograph is taken in a plane close
to the bottom wall; „„b…–„f…… end view

Fig. 8 Comparison of temperature fluctuations between the
case of divergent channel and the case of a parallel-plate chan-
nel with Gr/Re2=20 and Re=500 at „a… x=15 cm, „b… x=25 cm,
„c… x=31 cm, „d… x=36 cm, and „e… x=44 cm „the dotted lines
are the mean temperature fluctuations in the parallel-plate
channel, and the inlet temperature for both parallel-plate chan-
nel and the divergent channel is 27°C…
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where fingers or plumes have not yet initiated. However, the di-
vergence of channel can make the heated layer thicker and more
unstable that the fluctuation in temperature becomes more intense
and irregular than the case in parallel-plate channel, as shown in
Fig. 10�b� for Gr /Re2=10 and Re=1000. Due to earlier initiation
of the plume and vortex activity in the divergent channel, signifi-
cantly larger amplitude and variation in frequency of temperature
fluctuations than the case of the parallel-plate channel are found,
as shown in Fig. 10�c� for x=25 cm. The more intense activities
of plume and vortex interaction due to the destabilization effect of
the decelerated flow in the divergent channel make additional con-
tribution to the fluctuation in temperature. This makes a larger

amplitude of fluctuation in the divergent channel, as shown in Fig.
10�d�. In the downstream, however, the plumes and vortices have
already mixed with the core that the fluctuations of temperature
are significantly reduced. Therefore, the temperature fluctuation in
the downstream of the divergent channel is not as intense as in the
parallel-plate channel.

In general, the mean temperature of the fluctuations in the up-
stream of the divergent channel is higher than the case of parallel-
plate channel due to the relative thickness of the heated bottom
layer in the divergent channel. Despite the cold reverse flow,
which reduces the mean temperature near the exit, however, the
mean temperature of the fluctuations in the downstream of the

Fig. 9 Temperature fluctuations in a horizontal divergent channel with Gr/Re2=60 and
Re=500 at „a… x=5 cm, „b… x=15 cm, „c… x=25 cm, „d… x=31 cm, „e… x=36 cm, and „f…
x=44 cm

Fig. 10 Comparison of temperature fluctuations between the case of divergent channel
and the case of the parallel-plate channel with Gr/Re2=10 and Re=1000 at „a… x=5 cm,
„b… x=15 cm, „c… x=25 cm, „d… x=31 cm, „e… x=36 cm, and „f… x=44 cm „

� means tem-
perature fluctuations in the parallel-plate channel…

081403-6 / Vol. 132, AUGUST 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



divergent channel is lower due to the relative intense activity of
the plumes and vortices, which reduces the thickness of the heated
bottom layer. One can expect that the former case leads to a lower
while the latter leads to a higher heat transfer in the divergent
channel than in the parallel-plate channel.

5 Mixed Convection Heat Transfer
The current heat transfer data were validated by comparing our

data for the case of pure forced convection in the parallel-plate
channel with the results published previously. The agreement was
found to be very good �24,26,28�.

For the divergent channel, the pure forced convection heat
transfer is less than the case of the parallel-plate channel, espe-
cially in the downstream region where deceleration of mainstream
becomes significant, which can reduce the heat transfer, as shown
in Fig. 11. However, when the buoyancy force sets in, it can
enhance the heat transfer and make the heat transfer results even
higher than the case of parallel-plate channel. This is apparently
attributed to the destabilization effect of the decelerated flow in
the divergent channel. However, in the upstream where the buoy-
ancy parameter is very small, deceleration of mainstream in the
divergent channel can still make the heat transfer less than the
results of the parallel-plate channel. By comparing the flow visu-
alization results with the Nusselt number distribution, one can find
that the onset of heat transfer enhancement occurs at the location
where stationary wave is clearly formed along the heated layer in
the bottom. The minimum in the heat transfer occurs in the loca-
tion where the bottom heated layer is going to protrude into the
core. The maximum in the heat transfer corresponds to the loca-
tion where the size of the plume has reached the maximum. At
this stage, the plume has grown in such a size that it has exhausted
the complete fluid of the heated layer in the bottom. The mush-
room cap has reached the top wall and the neighboring plumes
have contacted with each other. When the buoyancy parameter
increases, the increase in the Nusselt number in the downstream
region propagates upstream, as shown in Fig. 10, due to the earlier
initiation of the secondary flow.

In order to eliminate the Reynolds number effect, the Nusselt
number is divided by Re0.4. The normalized Nusselt number can
be shown to be independent of the Reynolds number in the ex-
perimental ranges covered since all the normalized Nusselt num-
bers at different Reynolds numbers collapse into a single curve, as
shown in Fig. 12. Therefore, the normalized Nusselt numbers at
different buoyancy parameters are chosen to present the heat
transfer data, as shown in Fig. 13. The same normalized Nusselt
numbers, which collapse into a single curve at different Reynolds
numbers, are also found in the heated vertical channels �26,28�.
The increase in the buoyancy parameter Gr /Re2 can be achieved
by decreasing the Reynolds number. The oscillation of the Nusselt
number still exists, as shown in Fig. 13, due to protrusion and rise
up of the bottom heated layer, and the downwash of the upper
cold flow. The oscillation of the normalized Nusselt number also
moves upstream as the buoyancy parameter increases. In addition,
the rise up of the normalized Nusselt number occurs at an earlier
stage in the divergent channel than in the parallel-plate channel.
When Gr /Re2 is large, the Nusselt number in the downstream
region of the divergent channel is much greater than the results in
the parallel-plate channel. This is due to the occurrence of flow
reversal in the exit region of the divergent channel, which can
significantly enhance the heat transfer.

6 Conclusions
Secondary flow structure and its enhancement on the heat trans-

fer in a horizontal divergent channel with bottom wall heated have

Fig. 11 Comparison of the Nusselt number distributions at dif-
ferent Gr/Re2 between the case of divergent channel and the
case of parallel-plate channel at „a… Re=500 and „b… Re=1000

Fig. 12 Normalization of the Nusselt numbers for the case of
the divergent channel

Fig. 13 The normalized Nusselt number Nu/Re0.4 distributions
at different Gr/Re2 for the divergent channel
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been investigated experimentally. A similar type of a secondary
flow appearing as mushroom-shaped plumes associated with vor-
tices is also formed in the divergent channel. However, decelera-
tion of the mainstream causes a thicker heated layer in the bottom,
an earlier protrusion of the plumes, and more intense interaction
between neighboring plumes or vortices, which leads to an earlier
and larger enhancement of the heat transfer than the case of the
parallel-plate channel. The destabilization effect of the adverse
pressure gradient makes the interaction between neighboring
plumes highly unsteady in the downstream, which makes the for-
mation of two-dimensional convection rolls difficult. When the
buoyancy parameter is large enough, flow reversal can occur
along the heated wall in the bottom, which can significantly en-
hance the heat transfer.

Temperature fluctuation measurements at different locations are
used to infer the detailed flow structure and the initiation and
oscillation of the bottom heated layer and the secondary flow. The
flow structure inferred confirms with the flow visualization re-
sults. The divergence of the channel causes an earlier initiation of
the fluctuations. In addition, the fluctuations of temperature can be
amplified by the destabilization effect of the adverse pressure gra-
dient. The heat transfer enhancement in the divergent channel is
more pronounced than in the parallel-plate channel due to this
destabilization effect. Finally, in addition to the parameter of
x /2b, the normalized Nusselt numbers can be represented as only
a function of Gr /Re2 in the divergent channel.

Nomenclature
b � channel height at the entrance
g � gravitational acceleration

Gr � Grashof number, g�q�2b�4 /k	2

h � convective heat transfer coefficient
k � thermal conductivity of air

Nu � local Nusselt number, h�2b� /k
Pr � Prandtl number, 	 /

q � heat flux

Re � Reynolds number defined at the inlet of the
channel, u��2b� /	

T � temperature
u � inlet velocity

x ,y � coordinate parallel, and normal to the heated
wall

Greek Symbols
� � coefficient of expansion
	 � kinematic viscosity

Subscripts
r � refers to bulk mean

w � refers to heated wall
0 � refers to inlet
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A Scale Analysis Based
Theoretical Force Balance Model
for Critical Heat Flux „CHF…
During Saturated Flow Boiling in
Microchannels and Minichannels
Accurate prediction of critical heat flux (CHF) in microchannels and minichannels is of
great interest in estimating the safe operational limits of cooling systems employing flow
boiling. Scale analysis is applied to identify the relevant forces leading to the CHF
condition. Using these forces, a local parameter model is developed to predict the flow
boiling CHF. The theoretical model is an extension of an earlier pool boiling CHF model
and incorporates force balance among the evaporation momentum, surface tension, in-
ertia, and viscous forces. Weber number, capillary number, and a new nondimensional
group introduced earlier by Kandlikar (2004, “Heat Transfer Mechanisms During Flow
Boiling in Microchannels,” ASME J. Heat Transfer, 126, pp. 8–16), K2, representing the
ratio of evaporation momentum to surface tension forces, emerged as main groups in
quantifying the narrow channel effects on CHF. The constants in the model were calcu-
lated from the available experimental data. The mean error with ten data sets is 19.7%
with 76% data falling within �30% error band and 93% within �50% error band. The
length to diameter ratio emerged as a parameter indicating a stepwise regime change.
The success of the model indicates that flow boiling CHF can be modeled as a local
phenomenon and the scale analysis is able to reveal important information regarding
fundamental mechanisms leading to the CHF condition.
�DOI: 10.1115/1.4001124�

Keywords: microchannels, minichannels, CHF, critical heat flux, flow boiling, evapora-
tion momentum, boiling

1 Introduction
High heat flux removal with flow boiling is an important pro-

cess in many applications. It continues to receive great attention
from the nuclear, steam power generation, and chemical process
industries. Safety and efficiency considerations have provided ma-
jor impetus for experimental, numerical, and analytical research in
this area.

Researchers have focused on the flow boiling phenomena in
minichannels and microchannels to address the recent demands
for high heat flux removal from electronic equipment and com-
puter chips. As the cooling requirements are raised, understanding
the fundamental mechanisms and estimating the limits due to the
critical heat flux �CHF� condition in these geometries becomes
important.

In the design of flow boiling equipment, reliable methods to
predict CHF are needed. Although exhaustive numerical codes to
this end have been developed, particularly in the nuclear industry,
predictive correlations developed from large data sets covering a
wide range of conditions are often sought. In the absence of a
clear understanding of the basic mechanism, it is common practice
to employ a large number of system variables, often in nondimen-
sional form, and perform advanced regression analysis to arrive at
correlations that serve as predictive tools over the range of param-
eters covered in the parent data sets.

A model-based approach, however, is desirable for predicting
CHF. As new fluids are introduced in different applications, such
as new refrigerants and dielectric fluids for chip cooling, a model-
based technique is expected to provide better guidance at predict-
ing the CHF limits. It is also expected to provide a better predic-
tive capability for different channel sizes.

The present work is aimed at developing a theoretical model
based on scale analysis for predicting CHF condition. The model
development, determination of the constants �scaling factors�,
validation of the predictive technique, and discussion on paramet-
ric trends are presented in this paper.

2 Literature Review
Critical heat flux has been extensively studied in literature us-

ing experimental, analytical, and numerical techniques. Early de-
velopments related to nuclear and power industries are well sum-
marized in a number of publications, e.g., Refs. �1–3�. The focus
here is on small diameter channels, covering the ranges of min-
ichannels �200 �m–3 mm� and microchannels �10–200 �m�.

A few excellent reviews on this topic have been published in
literature �4–6�. Tong and Tang �4� and Celata and Mariani �5�
provided a detailed description of the mechanisms, parametric re-
lationships, and correlations applicable to tubes that may be con-
sidered as minichannels and conventional sized channels.

Small diameter tubes face boiling instability that may lead to
premature CHF condition. Bergles and Kandlikar �6� discuss the
relative importance of upstream compressible volume instability
and excursive instability. Using the pump characteristics map,
they were able to identify the conditions responsible for these
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types of instabilities. These instabilities were also reported by
Wang et al. �7�. Using inlet flow restrictors, employing artificial
nucleation cavities, and incorporating localized heaters for initiat-
ing boiling are among several techniques recommended for reduc-
ing or eliminating instabilities �8–10�.

3 CHF Models and Correlations in Literature
Earlier efforts on modeling in pool boiling heat transfer were

focused on correlation development, resulting in some of the well
known correlations by Rohsenow �11�, Stephan and Abdelsalam
�12�, and Cooper �13�. At the same time, models for arriving at the
CHF condition based on physical phenomenon were also devel-
oped. The models employed were based on flooding �14�, destruc-
tion of stability between liquid-vapor interface �15,16�, coaxial
two-phase flow instability �17�, liquid flow inhibition to the heater
surface �18�, instability in vapor jets above nucleating bubbles
�19�, critical Weber number based on a force balance �20�, small
jet instability in the microlayer �21,22�, effect of size and geom-
etry on vapor column instability �23�, contact angle effect �24�,
temperature of the heater surface under dry patches �25�, and in-
corporation of evaporation momentum force in a force balance at
the base of a nucleating bubble �26�.

A number of investigators developed CHF models based on the
liquid film dryout using the balance of liquid in the form of film
and entrained droplets in the vapor. This approach was employed
for macroscale application by Whalley et al. �27�. It is relevant for
CHF at higher qualities.

Revellin and Thome �28� proposed a model for dryout in round
tubes resulting from evaporation of liquid film by considering
gravity, surface tension, and vapor shear forces on the film. CHF
was considered to be caused by the Kelvin–Helmholtz instability
in the liquid film. The constant in the film thickness expression
was back-calculated using experimental CHF data of Wojtan et al.
�29�. Kosar �30� used an approach incorporating liquid mass bal-
ance and film dryout to correlate saturated flow boiling data for
water and refrigerants.

A number of researchers used regression analysis on a large
number of data sets to obtain a CHF correlation. The nondimen-
sional groups used included Weber number, boiling number, Rey-
nolds number, density ratio of the two phases, heated length to
diameter ratio, and Bond number. One of the most successful
correlations for macroscale channels was by Katto and Ohno �31�.
They used the Weber number, length to diameter ratio, and density
ratio with different groupings of these nondimensional numbers.
Using experimental data from literature, they evaluated thirteen
constants �six coefficients and seven exponents� in their correla-
tion scheme. Qu and Mudawar �32� developed a correlation for
boiling number as a product of three parameters—Weber number,
density ratio, and length to diameter ratio—with individual expo-
nents and a leading constant, and obtained the constants using
only their own data �32,33� for water and R-113. The experimen-
tal data from other investigators’ data could not be correlated well,
indicating the need to use a broader data set in the correlation
development.

Sarma et al. �34� conducted a dimensional analysis and devel-
oped five groups in their correlations for subcooled and low qual-
ity CHF. In particular, the heat flux was correlated using a new
term �qD /�Lhfg� with good agreement for small diameter chan-
nels. The results for circular tubes of diameters between 0.8 mm
and 3 mm were correlated with an average deviation of 20%.

Roday and Jensen �35� used the same dimensionless groups
used by Katto and Ohno �31� and obtained the seven constants in
a correlation somewhat simpler than Katto and Ohno. Their own
experimental data with water and R123 in 0.427 mm and 0.7 mm
hydraulic diameter rectangular channels at critical qualities of less
than 0.2 were used in a regression analysis resulting in an RMS
error of 35%. They also found that the correlations by Katto and
Ohno �31� and Qu and Mudawar �32� were unable to predict their
data for smaller diameter channels employing low mass fluxes.

Recently, Kosar et al. �36� conducted CHF experiments at very
high mass fluxes ranging from 1500 to 53,000 kg /m2 s in
127–254 �m inner diameter stainless steel tubes, 2–12 cm in
lengths at qualities below 0.15. They correlated their results di-
rectly using the system parameters: tube length to diameter ratio,
mass flux, pressure, liquid subcooling, and wall superheat and
obtained the values of 27 constants. The experimental data could
be correlated within 27%. Some of the earlier data from Bergles
�37� and Vandervort et al. �38� could also be correlated by another
equation for subcooled flow boiling within 10%. Their correlation
indicated a strong dependence on mass flux.

Zhang et al. �39� reviewed the available CHF correlations for
the saturated region by Bowring �40�, Katto �41�, Katto and Ohno
�31�, and Shah �42� and for the subcooled region by Tong �43�,
Inasaka and Nariai �44�, Celata et al. �45�, and Hall and Mudawar
�46�. They presented a detailed comparison of correlations with
minichannel data from literature. Although the Qu and Mudawar
�32� correlation was found to predict well for their data own sets,
later investigators, including Wojtan et al. �29�, Revellin and Th-
ome �28�, Roday and Jensen �35�, and Kosar �30�, found signifi-
cant deviations for small diameter channels. Zhang et al. �39�
further showed that the Shah and Katto–Ohno correlations pre-
dicted the larger diameter data well but were unsatisfactory for
some of the recent minichannel data. Zhang et al. �39� developed
a somewhat simpler correlation using Weber number, density ra-
tio, and length to diameter ratio. Using 1300 data points from
literature, they evaluated the three coefficients and five exponents
in their correlation. The average mean deviation was 16.8% with
the entire data set.

It is seen from literature review that the available correlations
are generally based on identifying relevant parameters, then com-
bining them into nondimensional groups and developing a corre-
lation based on a regression analysis with the available experi-
mental data. In some of the more exhaustive studies, the
functional form of the correlation was determined from the para-
metric trends in the data sets. The case of dryout as a termination
of the liquid film is seen to be more amenable to analytical treat-
ment for CHF determination.

In the present work, a force balance model developed earlier for
pool boiling �26� is extended to cover flow boiling in small diam-
eter channels. The resulting equation is presented in terms of the
nondimensional groups that have been identified from a scale
analysis. The model development, comparison with available ex-
perimental data and parametric trends are presented in the remain-
der of the paper.

4 Scale Analysis and Model Development
Critical heat flux is postulated here as a local parameter depen-

dent phenomenon. Furthermore, this limiting heat transfer condi-
tion is assumed to occur not at the moment when wall dryout
occurs, since dryout and rewetting are common occurrences dur-
ing the boiling process. Such dryout is present at the base of a
nucleating bubble or at high heat fluxes in pool boiling. Similar
phenomenon occurs in flow boiling during nucleation and bubble
growth as well as during the dryout of film in the slug flow re-
gime. CHF is postulated to occur when the liquid is unable to
rewet the walls, except for the natural exhaustion of liquid supply
at higher qualities.

The motion of the three-phase contact line during evaporation
has been studied by a number of investigators. Kandlikar and
Steinke �47� used high-speed video to see the motion of the con-
tact line and the liquid-vapor interface of droplets contacting a
heated glass surface maintained above the temperature corre-
sponding to the CHF condition. They identified the motion of the
liquid front underneath the bulk of the advancing liquid on a dry
surface, leaving a thin vapor film between the liquid and the
heater, as the cutback phenomenon. Sefiane et al. �48� proposed
that the vapor recoil, a result of momentum force caused by
evaporation at the interface, induced instabilities at the interface
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near the contact line. The rewetting process is mainly focused
around the contact line. The dominant forces during pool boiling
are surface tension and gravity. Using these forces, Kandlikar �26�
developed a CHF model for pool boiling incorporating the effects
of receding contact angle and heater surface orientation. This
model is extended in the present work to flow boiling by including
the effects of additional relevant forces apparent at the contact line
arising from the flow.

The CHF model being considered here is focused on minichan-
nels and microchannels, defined as channels with hydraulic diam-
eters in the ranges of 3 mm–200 �m and 200–10 �m, respec-
tively. Following the scale analysis presented by Kandlikar �49�,
the evaporation momentum, surface tension, shear, inertia, and
gravity forces normalized on the basis of the diameter are given
by the following expressions:

FM� � � q

hfg
�2 D

�V
�1�

FS� � � cos���D/D � � �2�

F�� �
�V

D
D2/D = �V =

�G

�
�3�

FI� � �V2D2

D
=

G2D

�
�4�

FG� � ��L − �v�gD3/D = ��L − �v�gD2 �5�

The density � in Eqs. �3� and �4� refers to the appropriate fluid
density. The variation in the evaporation momentum, surface ten-
sion, shear, inertia, and gravity forces with tube diameter are
shown in Figs. 1�a� and 1�b� for water and refrigerant FC-72,
respectively, for a mass flux of 50 kg /m2 s and a heat flux of
1 MW /m2. It is seen that the relative importance of surface ten-
sion and shear forces rises at smaller diameters; whereas the iner-
tia effects are still important, but their relative contribution is re-
duced.

It is also seen from Figs. 1�a� and 1�b� that the gravity term
decreases rapidly as the channel diameter becomes smaller. As
expected, it does not appear in any of the CHF correlations for
microchannels and is not included in the present work. The use of
surface tension force is quite common in CHF correlations as the
interface behavior at the contact line near the wall plays an im-
portant role. It is interesting to note that the shear term becomes
more important at microscale. The success of the Sarma correla-
tion utilizing the viscosity term confirms this observation. The
evaporation momentum force, shown at q=1 MW /m2, becomes
relatively more important at smaller diameters. It may also be
noted that this force is more dominant for FC72 as compared with
water. The evaporation momentum force is responsible for CHF,
and a higher value �while other forces are of the same order of
magnitude� indicates that CHF for FC-72 would be considerably
lower than water under the same flow conditions. Since the latent
heat governs this force, the scale analysis indicates that a low
latent heat value for all fluorinated refrigerants would result in low
CHF values for a given value of evaporation momentum force.

5 Model Development
CHF is postulated to occur when the advancing liquid front

�upstream� is unable to wet the heater surface again after it be-
comes dry during the flow boiling process. The high evaporation
rate at the interface creates an evaporation momentum force due
to the higher velocity vapor leaving the interface. The changes in
the interface shape at the contact line have been confirmed by
high-speed photographic observations of falling droplets on a
heater surface maintained well above the saturation temperature
�47�. Although the dynamic contact angle of the rapidly receding
interface is difficult to measure, Phan et al. �50� suggested that a

microcontact angle may exist that would represent the interface
shape near the interface. Since the interface may not be consid-
ered as being under a quasi-equilibrium condition, the “microcon-
tact angle” may not necessarily be an intrinsic property represent-
ing the surface energy but simply an indication that the interface is
deformed in response to the large forces resulting from the high
local evaporation rate at its surface.

A local force balance at the contact line was successfully em-
ployed earlier in modeling pool boiling CHF �26�. It is extended
to flow boiling by assuming all the forces to be apparent at the
contact line. This approach reveals the underlying interactions
among various parameters and provides an equation relating CHF
to the local flow conditions. Using the experimental data, the con-
stants in such model-based equation are then calculated. Other
assumptions made in the model are steady-state and steady flow
conditions, and constant and uniform properties at saturation con-
ditions. Although local transient conduction in the wall is ex-
pected to play at least a secondary role, it is neglected in the
present analysis.

Consider a 2D element of the interface close to the heater sur-
face, as shown in Fig. 2. The flow is from left to right. The heated
surface ahead of the interface is dry.

The forces acting on the interface in the vicinity of the heater
surface are: �i� surface tension forces FS,1 and FS,2, �ii� inertia

Fig. 1 Results of a scaling analysis showing effect of channel
diameter on forces experienced at the evaporating interface
during flow boiling: „a… water and „b… FC-72
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force FI due to the bulk flow, �iii� shear force F� due to viscous
effects, and �iv� evaporation momentum force FM resulting from
the velocity difference between the approaching liquid and evapo-
rating vapor at the interface. The forces, shown in Fig. 2, are
expressed per unit length of the contact line as follows.

Surface tension forces per unit length, using the receding con-
tact angle �R are given by

FS,1� = � cos �R �6a�

FS,2� = � �6b�

The inertia force is calculated as the product of the liquid mass
flow rate and the average flow velocity calculated by using aver-
age density.

FI� =
�G�1 − x���

4
D2�	� G

�m
�

�D
=

G2�1 − x�D
4�m

�
G2�1 − x�Dh

�m

�7�

where �m is the specific volume averaged density given by

1

�m
=

x

�V
+

1 − x

�L
�8�

The viscous �shear� force is calculated using liquid flow from Eq.
�3� based on the scale analysis presented earlier.

F�� =
�LG�1 − x�

�L
�9�

Liquid properties are used in the above equation as the liquid
phase is in contact with the wall prior to CHF.

The evaporation momentum force is calculated as the product
of the evaporation mass flux times the vapor velocity �the velocity
of the liquid approaching the interface is neglected since its spe-
cific volume is quite small compared with vapor at pressures far
below the critical pressure�. Following Eq. �1� presented in the
scale analysis, the evaporation momentum force per unit length is
expressed as:

FM� = � q

hfg
�2Dh

�V
�10�

CHF is postulated to occur when the evaporation momentum
force overcomes the sum of the inertia, surface tension, and vis-
cous �shear� forces. Setting the equality condition, and replacing
various constants with individual coefficients a1, a2, and a3 for
each of the three terms respectively, the following expression for
CHF is obtained:

FM� = a1�FS,1� + FS,2� � + a2FI� + a3F�� �11�
Substituting the expressions for each force from Eqs. �6a�, �6b�,
and �7�–�10� and replacing D with Dh, to accommodate different
cross-sections, the following equation is obtained:

�qCHF

hfg
�2�Dh

�V
� = a1��1 + cos �R� + a2

G2Dh�1 − x�
�m

+ a3
�LG�1 − x�

�L

�12a�

Dividing by � throughout results in the following equation:

�qCHF

hfg
�2� Dh

�V�
� = a1�1 + cos �R� + a2

G2Dh�1 − x�
�m�

+ a3
�LG�1 − x�

�L�

�12b�
Introducing the respective nondimensional groups, Eq. �12b� is
expressed as

K2,CHF = a1�1 + cos �R� + a2 We�1 − x� + a3 Ca�1 − x� �13�

The nondimensional group K2 was first introduced by Kandlikar
�51� to represent the ratio of the evaporation momentum force to
the surface tension force. The capillary number Ca represents the
ratio of the viscous to surface tension forces and Weber number
We represents the ratio of inertia to surface tension forces. The
equations for each nondimensional group in Eq. �13� are as fol-
lows:

K2,CHF = �qCHF

hfg
�2� Dh

�V�
� �14�

We =
G2Dh

�m�
�15�

Ca =
�LG

�L�
�16�

The specific volume averaged density �m in Eq. �15� for We is
given by Eq. �8�. All properties are evaluated at the saturation
conditions.

Equation �13� represents the resulting model for predicting flow
boiling CHF in narrow channels under saturated conditions. Since
this equation is derived using the scale analysis, the values of the
constants a1, a2, and a3 need to be determined. The experimental
data from literature are employed for this purpose.

6 Experimental CHF Data and Evaluation of the
Model Constants

Experimental data from literature are compiled in the hydraulic
diameter range covering microchannels �10 �m�D	200 �m�
and slightly beyond the minichannel range �200 �m�D
	3 mm� �52,53�. To determine the constants, the values of qual-
ity and saturation temperature or pressure are needed along with
mass flux, heat flux, and channel dimensions. Since the L /D ratio
is used extensively in the existing CHF correlations, many pub-
lished data sets report L /D values and not quality. It was also not
possible to recreate this data from the published information with
certainty for some of these data sets. Therefore, in the present
work only the data sets which explicitly report simultaneous val-
ues of quality, heat flux, mass flux, and saturation temperature are
included.

Table 1 shows the details of the data sets used �32,36,54–63� in
the present work. Although some of the data sets deal primarily
with subcooled CHF, a few data points presented therein under
saturated conditions are utilized in this work. The hydraulic diam-
eter range is from 127 �m to 3.36 mm, although the focus is on
the lower range of diameters. The table is arranged in the ascend-
ing order of diameters. The ranges of relevant parameters, includ-
ing We and Ca are included in the table. Some of the data points
from the data sources were not included because the data points

Fig. 2 Forces acting on the liquid-vapor interface near the
heater surface at the initiation of CHF condition
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immediately following them at nearly the same conditions had not
yet attained the CHF. Also, the data points beyond x
0.8 showed
erratic behavior. The data sets cover water, R12, R113, R123,
R22, R236fa, and R245fa.

Since the forces shown in Fig. 2 are dependent on the channel
diameter as well as flow conditions, and as large ranges of diam-
eters and flow rates are covered in the data sets, first an attempt
was made to find out if the data can be classified according to
some nondimensional group. A particular trend was observed with
the Weber number that distinguished the data in two ranges. These
ranges were identified as follows:

• Low inertia region �LIR�: We�900.
• High inertia region �HIR�: We�900.

Furthermore, the LIR region was found to be split into two
CHF subregions. They are classified as follows:

• low inertia region-lower CHF subregion �LIR-LC�
• low inertia region-higher CHF subregion �LIR-HC�

Transition criterion between LIR-LC and LIR-HC could not be
identified based on the nondimensional numbers. It was found to
be dependent on some of the parameters in the experimental sys-
tem employed, specifically the L /D ratio. Such transitions were
also found in the high inertia region �We�900� and HIR-LC and
HIR-HC subregions are introduced.

The constants a1, a2, and a3 in Eq. �13� were evaluated using all
data sets and the deviations were plotted against Weber number.
As noted earlier, a transition range was observed at We around
900.

The final equations from the model based on the employed data
sets are as follows.

LIR: We�900

High CHF subregion: LIR-HC—L /D	140.

K2,CHF = a1�1 + cos �� + a2 We�1 − x� + a3 Ca�1 − x� �17�

Low CHF subregion: LIR-LC—L /D�230

Table 1 Details of the experimental data sets used in the model development

Author/year Fluid Material L /D
G

�kg /m2 s�
CHF

�MW /m2� Exit x
Test

section
P

�MPa� We Ca�103

Kosar et al.,
2009 �36�

Water SS
single
tube

88–
352

10,000–
53,000

5.50–
41.00

0.015–
0.15

D=0.127–
0.254

mm

0.42–
1.55

6339–
86,196

41–
123

Kosar et al.,
2005 �54�

Water Rect. five
parallel Si
microch.

44 41–
303

0.48–
2.50

0.47–
0.89

0.200�
0.264
mm2

0.047–
0.101

9–
583

0.2–
17.6

Kosar and
Peles, 2007
�55�

R123 Rect., five
parallel Si
microch.

44 292–
1117

0.28–
1.06

0.003–
0.046

0.200�
0.264
mm2

0.227–
0.520

1.7–
81.7

5.4–
22.8

Kuan and
Kandlikar, 2009
�56�

Water Rect. six
parallel Cu
microch.

232 50.4–
231.7

0.21–
0.54

0.387–
776

Dh=
0.273 mm

0.1 15–
162

0.2–
1.1

Kuan and
Kandlikar, 2009
�56�

R123 Rect. six
parallel Cu
microch.

232 410–
534

0.14–
0.20

0.857–
0.927

Dh=
0.273 mm

0.23–
0.27

354–
592

7.6–
98.7

Roday and
Jensen, 2009
�57�

Water Single SS
tubes

139 320 0.80–
1.26

0.45–
0.85

ID: 0.286
mm

Water
0.102

372–
703

1.6

Qu and
Mudawar, 2004
�32�

Water,
R113

Copper, 21
parallel
channels

132 86–
368

1.05–
2.16

0.172–
0.562

0.821�
0.215
mm2

0.112–
0.114

3–
253

0.4–
1.8

Martin-Callizo
et al., 2008
�58�

R22,
R134a,
R245fa

SS single
circular

tube

481 180–
535

0.025–
0.069

0.78–
0.98

Dh=
0.64 mm

0.21–
1.19

52–
551

3.2–
11.7

Inasaka and
Nariai, 1992,
�59�

Water SS Single
circular

tube

10–
50

7000–
20,000

22.5–
30.0

0.0025–
0.039

Dh=
1–2
mm

0.101 35,578–
128,133

34.6–
98.9

Roach et al.,
1999 �60�

Water SS circular
tubes

137 256–
1037

0.86–
2.96

0.362–
0.928

ID: 1.17
mm

0.346–
1.037

301–
6585

1.0–
4.1

Sumith et al.,
2003 �61�

Water Lexan
milled-

single ch.

69 23–
152

0.146–
0.724

0.56–
0.86

ID: 1.45
mm

Pin:
0.10075

17–
537

0.1–
0.7

Cheng et al.,
1997 �62�

R12 SS single
tube

100 1000–
3000

0.14–
0.48

0.003–
0.59

0.2 mm 1–
2.3

500–
46,000

19.4–
117

Agostini et al.,
2009 �63�

R236fa 67 parallel
Si microch.

60 277–
992

221–
522

0.53–
1.0

Dh=
3.36 mm

0.21–
0.36

134–
941

5.1–
19.0
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K2,CHF = a4�a1�1 + cos �� + a2 We�1 − x� + a3 Ca�1 − x��
�18�

HIR: We�900

High CHF subregion: HIR-HC—L /D	60

K2,CHF = a1�1 + cos �� + a2 We�1 − x� + a3 Ca�1 − x� �19�

Low CHF subregion: HIR-LC—L /D�100

K2,CHF = a4�a1�1 + cos �� + a2 We�1 − x� + a3 Ca�1 − x��
�20�

Since the changes between HC and LC subregions in both LIR
and HIR regions are stepwise, as seen by the addition of the
multiplier a4 in Eqs. �18� and �20� as compared with Eqs. �17� and
�19�, CHF in the transition region cannot be interpolated. Addi-
tional experimental data are needed to further accurately define
the transition criteria. It is noted that Eqs. �17� and �19�, and Eqs.
�18� and �20�, respectively, are identical, except that the transition
criteria based on L /D values are different.

Improved Constant a4 in the HIR-LC Region,

HIR: We�900
Based on purely empirical considerations, Eq. �20� in the

HIR-LC region is slightly modified to improve the agreement with
the experimental data.

K2,CHF = a5� 1

We Ca
�n

�a1�1 + cos �� + a2 We�1 − x�

+ a3 Ca�1 − x�� �21�

The use of the product of We·Ca in the coefficient in Eq. �21�
is not based on any theoretical considerations. It reflects some
secondary effects that are correlated with this product in the avail-
able data sets. Since the improvement is small, caution is war-
ranted until further testing is done with additional data.

The coefficients a1–a5 and n in Eqs. �17�–�21� are scaling pa-
rameters. Although they may be dependent on some of the system
and operating parameters, they are assumed to be constants and
are evaluated using available experimental data.

a1 = 1.03 � 10−4

a2 = 5.78 � 10−5

a3 = 0.783

a4 = 0.125

a5 = 0.14

n = 0.07 �22�

The specific functional form of the coefficients may be evaluated
in the future with the availability of larger experimental data sets.
Definitions of various parameters used in Eqs. �17�–�21� are given
in Eqs. �8� and �14�–�16�. The values of the constants are derived
from the experimental data listed in Table 1. It must be noted that
the data sets consist of different channel shapes and sizes, uncer-
tainty bounds in the experiments, wall materials and material sur-
face conditions, as well as different ranges of nondimensional
parameters covering up to five orders of magnitudes variation. As
additional reliable data are reported in the future, further refine-
ments in the values of the constants and the classification ranges
are expected to emerge.

The abrupt change indicated by a factor of 0.125 with constant
a4 in Eqs. �18� and �20� for the Weber number range beyond 900
was derived from the data sets as described above. It is believed
that this Weber number classification distinguishes the microscale

CHF behavior from the miniscale/microscale CHF behavior. It
will be later shown to be strongly related to the L /D ratio and
possible unstable condition.

7 Results and Discussion
Table 2 shows the mean errors, and percent data points falling

in 30% and 50% error bands. In general, the experimental uncer-
tainty in the parent data is between 7% and 13% as reported by
the respective investigators.

For water and seven refrigerants, the overall mean error for all
data sets is −1.7% indicating that the model prediction is well
balanced for the data sets being considered. The absolute mean
error is 19.7%. A total of 76% of data points fall within an error
band of �30% while 93% of data points fall within an error band
of �50%. About 7% of data points in the data sets were consid-
ered as outliers since their CHF values were significantly different
from their neighboring points, often resulting in errors of 80% or
higher. Since their number is small, and their behavior was found
to be oddly different from their neighboring points, this deletion is
considered to be reasonable.

Figure 3 shows a cumulative plot comparing the experimental
and predicted values of CHF. It is seen that the predictions are
quite good. A 30% error band is shown to contain a large number
of data points. The log-log plot is used to depict the large range of
CHF values covered by the model.

Some specific comments are made concerning the HC and LC
subregions. It is seen that in the low inertia region, below We
�900, Kosar et al. �54�, Kosar and Peles �55�, Qu and Mudawar
�32�, and Kuan and Kandlikar �56� R123 data follow the predicted
HC/LC classification and fall in the LIR-HC. However, a few data
sets, Kuan and Kandlikar �56� water data, Roday and Jensen �57�
water data, and Martin-Callizo et al. �58�, data fall in the LIR-LC
region. It is seen that the transition occurs at L /D between 140
and 230 based on the present data set. Tube material and fluid may
also be playing deciding roles in this subregion. However, no
definitive pattern could be proposed at this time based on the
limited data available in this range. Broadly, higher L /D ratios
with copper channels seem to lead to LIR-LC region, although as
stated earlier, it could not be firmly presented as a classification
criterion at this time.

The ability of the force balance model, in conjunction with the
CHF mechanism depicted in Fig. 2, and the use of nondimen-
sional groups to represent the complex CHF phenomenon are
highlighted by relatively simple equations, Eqs. �17�–�21�. The
results showing parametric trends are presented below.

Figure 4 shows the variation in K2,CHF with We at x=0.1 plotted
using Eqs. �17�–�20� for two different Ca of 1�10−3 and 100
�10−3. Although the plots are shown over the entire We range,
HC and LC regions present two states in both LIR and HIR re-
gions based on the respective L /D criteria.

Figures 5 and 6 show the slight difference between Eqs. �20�
and �21� in the region We
900 for Ca=1�10−3 and Ca=100
�10−3, respectively, at x=0.1. The difference becomes smaller at
higher values of Ca=100�10−3 as shown in Fig. 6. At higher We
values, reduction in the K2,CHF is thus represented by the multi-
plier 0.14 / �We�Ca�0.07.

Another aspect of interest is the contribution from different
forces to the K2,CHF value. Figure 7 shows the contributions from
surface tension, inertia, and capillary forces. The sum of these
contributions makes up K2,CHF at any given Weber number shown
in the plot.

At a lower value of Ca=1�10−3, shown in Fig. 7, the contri-
butions from inertia and viscous forces are about the same at
We=12. At higher We, the contribution from the inertia force rises
dramatically and becomes the dominant term beyond We
200.
On the other hand, for Ca=100�10−3 shown in Fig. 8, the con-
tribution from viscous force is overwhelmingly large as compared
with the inertia force, at lower values of We. At around We=1
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�103, the two contributions are equal in magnitude. The value of
K2,CHF is largely governed by the viscous forces in this range.

Effect of channel hydraulic diameter on the individual contri-
butions from different forces is shown in Figs. 9 and 10 for water
and R123, respectively. These figures are plotted for a saturation
pressure of 1 atm, x=0.1, and G=200 kg /m2 s. It may be noted at
the outset that for smaller diameter tubes, a lower value of G may
be appropriate from practical considerations and the relative dis-
tribution of the three contributions will be altered accordingly.
Nevertheless, this comparison provides an insight into parametric
trends for these two fluids.

The plot shown in Fig. 9 for water indicates the dominance of
the inertia term above D=150 �m. Below this diameter, the vis-
cous term becomes dominant. However, for R123, shown in Fig.
10, the viscous term is dominant for D lower than 2.2 mm, cov-
ering almost the entire minichannel and microchannel ranges. The
difference between water and refrigerants is clearly exemplified
through these plots.

As stated earlier, at smaller diameters, lower values of G are
appropriate due to pressure drop considerations. Figures 11 and 12
show the variation in K2,CHF with Dh for water and R123, respec-

Table 2 Comparison of the present CHF model with experimental data from literature

Author/year xexit

No. of
points

Abs.
mean
error
�%�

Mean
error
�%�

Data in
30% error

band
�%�

Data in
50% error

band
�%�

CHF
region

Kosar et al., 2009
�36�

0.003–0.046 15 23.5 7.5 40 70 HIR-LC

Kosar et al., 2005,
�54�

0.47–0.89 8 15.6 
10.7 100 100 LIR-HC

Kosar and Peles, 2007
�55�

0.003–0.046 30 16.7 
11.9 80 100 LIR-HC

Kuan and Kandlikar 2008,
water �56�

0.387–0.776 6 12.8 9.4 83 100 LIR-LC

Kuan and Kandlikar 2008,
�56� �R123�

0.857–0.927 6 17.5 17.5 67 100 LIR-HC

Roday and Jensen, 2009
�57�

0.45–0.85 5 24.8 
14.5 100 100 LIR-LC

Qu and Mudawar, 2004
�32�

0.172–0.562 18 12.2 4.6 94 100 LIR-HC

Martin-Callizo et al.,
2008 �58�

0.78–0.98 11 31.1 28.3 55 91 LIR-LC

Inasaka and Nariai,
1992 �59�

0.0025–0.039 4 16.6 
9.3 75 100 HIR-HC

Roach et al., 1999
�60�

0.362–0.928 29 12.8 
4.6 91 100 HIR-LCa

Sumith et al., 2003
�61�

0.56–0.86 6 30.0 �0 33 60 LIR-HC

Cheng et al., 1997
�62�

0.003–0.59 38 18. 
14.4 95 100 HIR-LC

Agostini et al., 2008
�63�

0.53– �1.00 23 25.0 
22.0 72 86 LIR-HCb

Overall 0.003– �1.00 199 19.7 
1.7 76 93

Notes: LIR is low inertia region, HIR is high inertia region, HC is region with higher values of CHF, LC is region with lower values of CHF. Transition criteria between LIR
and HIR is based on Weber number. LIR is We�900 and HIR is We�900. Transition criteria between HC and LC are based on the L /D ratio.
aTwo points lie in the LIR-LC region.
bTwo points fall in the HIR-HC region.

Fig. 3 Comparison of the experimental and CHF from model
predictions for ten data sets with eight fluids in Dh range from
127 �m to 3.36 mm
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tively, at G=20 kg /m2 s. At these conditions, the contribution
from the surface tension term rises above the other two terms and
the CHF would be dominated by the surface tension effects. Ex-
perimental data are needed in this range to validate these trends.

It is clear from Figs. 7–10 that at lower values of We, generally
encountered in boiling at microscale, the viscous forces play a
very important role. At higher values of We, the inertia forces are
dominant. This also explains why the correlation of Sarma et al.
�34�, which incorporates the liquid viscosity, was particularly suc-
cessful in representing the minichannel CHF data. The effect of
viscous forces is seen to be more pronounced for refrigerants. The
correlations, such as by Katto and Ohno �31�, employed Weber
number as the main parameter and were successful in representing
the macroscale CHF data. However, since they relied on empirical
data fit, it resulted in complex correlation form with large number
of constants.

The condition at which the contributions from the inertia term
and viscous term are equal represents the transition from the in-
ertia controlled region to viscous controlled region. Equating the
two terms, we get

a2 We = a3 Ca �23�

Thus, the transition occurs at

We

Ca
=

a3

a2
=

0.783

5.78 � 10−5 = 13,547 �24�

Alternatively, substituting the definitions of We and Ca, the diam-
eter at which the transition from inertia controlled to viscous con-
trolled CHF occurs for given flow conditions is given by

Dh,transition = 13,547
�L

G

�m

�L
�25�

Since this equation is in dimensional form, SI units should be
used. Alternatively, the liquid Reynolds number at this transition
may be expressed as

Retransition =
GDh,transition

�L
= 13,547

�m

�L
�26�

This diameter or Reynolds number represents the transition point
below which the microscale effects represented by the capillary
number term begin to dominate the CHF phenomenon.

Fig. 4 Variation in K2,CHF with We in high CHF „HC… and low
CHF „LC… regions at x=0.1 plotted using Eqs. „17…–„20… without
employing the LIR-HIR and L /D criteria

Fig. 5 Variation in K2,CHF with We in the HIR-LC „We>900… us-
ing Eqs. „20… and „21… for x=0.1 and Ca=1Ã10−3

Fig. 6 Variation in K2,CHF with We in the HIR-LC „We>900… us-
ing Eqs. „20… and „21… for x=0.1 and Ca=100Ã10−3

Fig. 7 Contributions from surface tension, inertia, and vis-
cous forces to the CHF at x=0.1 and Ca=1Ã10−3
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8 Effect of L ÕD Ratio
The flow boiling CHF has been modeled in literature using the

L /D ratio as a parameter. This parameter enables the estimation of
the local condition �quality� at the CHF location. Conducting an
energy balance for a circular tube from the inlet section to the
CHF location, the following equation can be derived. Note that
the inlet quality will be negative for subcooled inlet.

G �
�

4
D2 � �xCHF − xinlet�hfg = �DL � qCHF �27�

Rearranging, the L /D ratio at the CHF location is given by

� L

D
� =

�xCHF − xinlet�
4

� qCHF

Ghfg
�−1

�28�

In other words, the L /D ratio may be expressed in terms of the
heat flux, mass flux, latent heat, inlet quality, and the local quality
at CHF. Since the CHF is considered as a local phenomenon in the
present model, the inlet quality itself is not considered to have any
effect unless the test section is quite short, or the CHF occurs
close to the inlet section.

Therefore, it may not be essential to incorporate the L /D ratio
separately in the model. It is seen that although the model devel-
oped in this paper utilizes x and not L /D directly, it is able to
predict the CHF quite well. In fact, using the L /D ratio introduces
the inlet quality in the CHF modeling and may be another source
of nonlinearity �along with the multiplicative form used among
the nondimensional variables� in the earlier correlations.

Celata and Mariani �5� explained that the L /D ratio affects the
CHF by introducing entrance region type effects, which depend
on the operating parameters. The effect of L /D on CHF was stud-
ied by Inasaka and Nariai �59�. Figure 13 shows their results of
L /D effect on CHF with tube diameter as a parameter. It is seen
that for subcooled CHF close to the saturation condition, this L /D
effect is insignificant for channel diameters below 1 mm.

Another purpose served by the L /D ratio is to distinguish be-
tween the departure from nucleate boiling and dryout type CHF.
In the present model, the HC and LC regions help to distinguish
these regions. The flow boiling in microchannels has been ob-
served to have similarities with pool boiling �64� with some of the
flow boiling heat transfer data at low mass fluxes being well cor-

Fig. 8 Contributions from surface tension, inertia, and vis-
cous forces to the CHF at x=0.1 and Ca=100Ã10−3

Fig. 9 Variation in K2,CHF and different terms in Eq. „13… with
hydraulic diameter for water at 1 atm saturation pressure in the
HC Region for x=0.1 and G=20 kg/m2 s

Fig. 10 Variation in K2,CHF and different terms in Eq. „13… with
hydraulic diameter for R123 at 1 atm saturation pressure in the
HC region for x=0.1 and G=20 kg/m2 s

Fig. 11 Variation in K2,CHF with hydraulic diameter for water at
1 atm saturation pressure in the HC region for x=0.1 and G
=20 kg/m2 s
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related by pool boiling correlations �49,51�. The implication of
this finding as it relates to CHF is not explored in literature since
the nature of CHF attained in the experimental data is not de-
scribed by the investigators while reporting their results.

9 Criteria for Transition Between HC-LC Regions
Figure 14 shows a plot of experimental data sets in the HC or

LC region plotted against their respective L /D ratios. The plot
indicates a transition between L /D=140–230. Secondary effects
of fluids are seen to influence the Kuan and Kandlikar’s �56� R123
data that falls in LIR-HC region.

Figure 15 similarly shows the data sets for the HIR-HC and
HIR-LC subregions. Here a transition around 60–100 is indicated.
With the limited available data at this time, determination of the
specific transition boundaries and transition criterion must wait
until more data become available in these ranges of conditions.
These plots are used in arriving at the HC-LC transition criteria in
Eqs. �17�–�20�. The stepwise change in qCHF from HC to LC
subregions by a factor of �a4�0.5=0.35 is related to channels with
higher L /D ratios. The cause for this behavior is not clear but it is

believed that the flow instability as suggested by Kandlikar �65�
and regime changes are possible reasons. Additional experimental
work is needed to further define these regions, their transition
boundaries and reasons for the associated severe degradation in
CHF.

10 Effect of Channel Material on CHF
The channel materials employed in the present data sets include

stainless steel, silicon, and copper. The conjugate heat conduction
effect introduces temperature fluctuations in response to the varia-
tion in heat transfer coefficient with the passage of bubbles and
liquid-vapor interface. However, the present data set is too limited
to evaluate this effect. Specific experiments directed to quantify
these effects are recommended. It should be noted that higher
thermal conductivity materials are used in high heat flux cooling
applications, and investigation with low thermal conductivity
walls may not provide practical information in the design of mi-
crochannel cooling systems. Similarly, the effect of surface rough-
ness on CHF also needs further investigation.

11 Comparison of the Model With Previous CHF Cor-
relations

The present model is a departure from earlier empirical corre-
lations. Table 3 lists some important differences between the two
approaches. It is derived based on the hypothesis that the CHF is
a local phenomenon and is a result of the inability of the liquid
front to rewet the heater surface upstream of a triple-phase contact

Fig. 12 Variation in K2,CHF and different terms in Eq. „13… with
hydraulic diameter for R123 at 1 atm saturation pressure in the
HC region for x=0.1 and G=20 kg/m2 s

Fig. 13 Effect of L /D ratio on CHF for a fixed exit quality of
0.04 and a mass flux of 70,000 kg/m2 s for D=1 mm, 2 mm,
and 3 mm. Replotted from Inasaka and Nariai †59‡.

Fig. 14 Effect of L /D ratio on CHF in LIR-HC and LIR-LC re-
gions indicating a transition region 140<L /D<230

Fig. 15 Effect of L /D ratio on CHF in HIR-HC and HIR regions
indicating a transition around L /D=60–80
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line at the wall. Scaling analysis indicated that the gravitational
forces are not important. Evaporation momentum force is seen as
the main cause leading to CHF though vapor cutback under the
liquid front. The nondimensional number K2 by Kandlikar is able
to capture the effect of this force in CHF modeling.

12 Scale Effect on CHF Mechanism
The relative importance of different forces is seen to shift as a

function of the scale. Based on the discussion above, the dominant
forces relevant in CHF mechanism at different scales are identi-
fied below:

1. macroscale—inertia
2. miniscale and microscale—inertia and viscous
3. lower end of microscale—viscous and surface tension
4. nanoscale—surface tension

13 Conclusions
Critical heat flux during flow boiling in microchannels and min-

ichannels is modeled using the local parameters quality, heat flux,
mass flux, and fluid properties. The force balance model for pool
boiling is extended to flow boiling and includes the evaporation
momentum, surface tension, inertia, and viscous forces at the con-
tact line of the liquid-vapor interface. The vapor cutback phenom-
enon causes the vapor to push the interface under the liquid, thus
preventing the rewetting of the heater surface. The scale analysis
indicates that the gravitational forces are negligible, and the vis-
cous forces become increasingly important for smaller channels.
For channels below 200 �m, the surface tension forces begin to
play a more important role at lower mass fluxes.

The CHF model is presented in terms of the three nondimen-
sional groups representing the respective ratios of the forces:
evaporation momentum to surface tension—K2 proposed by
Kandlikar �51� and inertia to surface tension—Weber number, We,
and viscous to surface tension—capillary number Ca. A compari-
son of the model with the experimental data indicates that there
are two distinct regions distinguished by We�900 and We
�900. Additional subregions that yielded a high or low stepwise
change in CHF, termed as HC and LC, respectively, were identi-
fied based on the L /D ratio.

The experimental data from literature covering a hydraulic di-
ameter range from 127 �m to 3.36 mm were used to obtain the
constants that define the contributions from each of the three non-
dimensional groups. The experimental data from literature could
be predicted with a mean error of 19.5%; 76% of the data could be
predicted within �30% error band and 93% data could be pre-
dicted within �50% error band.

The use of local quality in place of L /D ratio, in conjunction
with a force balance model derived from scale analysis, yielded an

accurate description of the flow boiling CHF. The ratio L /D is
seen to influence the transition between HC and LC regions, in-
dicating a stepwise regime change. The coefficients representing
the scale constants were evaluated from the experimental data.

The model provides an insight into CHF transition mechanisms.
The relative magnitudes of inertia and viscous forces determine
the transition among macroscale, miniscale, and microscale phe-
nomena. Further reduction in scale influences the transition from
viscous to surface tension dominated CHF.

Although the model predicts the tested experimental data well,
current lack of large amount of experimental data for minichan-
nels and microchannels reveals an urgent need for experimental
flow boiling CHF data for different fluids over a wide range of
parameters. Until such data become available and are employed in
evaluating the transition boundaries, the present model should be
used with caution for predictive purposes. The ranges of param-
eters covered by the current model are hydraulic diameter from
0.127 mm to 3.36 mm, quality from 0.003 to 0.98, We from 1.7 to
86,196, Ca from 0.1�10−3 to 117�10−3, and L /D from 10 to
352.
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Nomenclature
a1–a5 � constants in Eqs. �12a�, �12b�, �13�, and �17�–

�21�, values given in Eq. �22�
Ca � Capillary number, defined by Eq. �16�
D � diameter, m

Dh � hydraulic diameter, m
hfg � enthalpy of vaporization, J/kg

F � force, N
F� � force per unit length, N/m
G � mass flux, kg /m2 s
g � gravitational acceleration, m /s2

K2 � nondimensional group introduced by Kandlikar
�51�, Eq. �14�

n � exponent in Eq. �21�, value given in Eq. �22�
q � heat flux, W /m2

V � velocity, m/s
We � Weber number, defined by Eq. �15�

x � quality

Greek Letters
�R � receding contact angle, deg
� � viscosity, N/m

Table 3 Comparison of the present model with available CHF correlations

Previous correlations Present model

Employ empirically derived nondimensional groups Nondimensional groups derived from force balance
analysis

Use L /D ratio, introducing unintended additional
parameters

Uses xCHF directly as a parameter

Complex equation form because of empiricism Simple form resulting from model-based force balance
approach

Unable to account for inertia, viscous, and surface
tension effects in a seamless fashion from
macroscale to microscale

Additive form provides broad-range coverage over
We and Ca numbers �over three orders of magnitude
variation�

Unable to provide mechanistic understanding
of CHF

Two-regions, HC and LC are identified based on
L /D ratio as a switching parameter resulting
in 35% degradation in CHF from HC to LC region
Role of inertia at macroscale, inertia and shear at
miniscale and microscale, and surface tension at the
lower end of microscale identified

Journal of Heat Transfer AUGUST 2010, Vol. 132 / 081501-11

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



� � density, kg /m3

�m � average density, given by Eq. �8�
� � surface tension, N/m

Subscripts
exit � at the exit section

CHF � at critical heat flux condition
G � gravity
I � inertia

inlet � at the inlet section
L � liquid

M � evaporation momentum
S � surface tension
v � vapor
� � shear �viscous�
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Bubble Dynamics for Nucleate
Pool Boiling of Electrolyte
Solutions
Bubble dynamics is the most important subphenomenon, which basically affects the
nucleate pool boiling heat transfer coefficient. Previous investigations state that the effect
of physical properties of liquid and vapor phases on bubble departure diameter are often
conflicting. In this article, extensive new experimental data are presented for the bubble
departure diameter for various electrolyte aqueous solutions over a wide range of heat
fluxes and concentrations. Experimental results show that the bubble detachment diam-
eter increase with increasing either boiling heat flux or electrolyte concentration. Experi-
mental results also present a close relation between the dimensionless capillary and bond
numbers. A new model for the prediction of vapor bubble departure diameter in nucleate
boiling for the electrolyte solutions is proposed, which predicts the experimental data
with a satisfactory accuracy. �DOI: 10.1115/1.4001315�
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1 Introduction
Nucleate pool boiling heat transfer is widely used in desalina-

tion, chemical, petrochemical, refrigeration and power plants, ei-
ther to generate vapor or because of its very high heat transfer
coefficient relative to other heat transfer mechanisms. The very
high heat transfer coefficient is related to three different heat
transfer mechanisms, including: �1� convection; �2� the intense
microconvection from the liquid adjacent to the heat transfer area,
which is induced by liquid motions during bubble growth and
departure; and �3� heat transfer through the evaporation of the
microlayer between bubbles and heat transfer area. Generally,
bubbles may be induced in a liquid in two ways. First, by impul-
sive depressurization of the liquid, and the second way is by ad-
dition of heat to a liquid at constant pressure. Nucleation refers to
the initiation of the embryonic bubble, which is classified to ho-
mogeneous and heterogeneous nucleation modes. In heteroge-
neous nucleation, which is the focal point of this article, the ap-
pearances of boiling bubbles are a result of liquid vaporization at
the interface through a heated surface �1–7�.

Many attempts were made to model these phenomena and com-
bine them through bubble dynamics to make them possible to
predict the boiling heat transfer coefficients �2,3,8–11�. In these
models, the heat transfer surface is divided into two different ar-
eas: �1� area beneath the bubbles, which includes liquid evapora-
tion and convection from the liquid sublayer to the bubbles; and
�2� area affected by liquid motion induced by bubble movements.
In the second divided area, the superheated liquid is transported
into the bulk of liquid in the wake of departing bubbles and is
replaced by the cooler liquid. It is proved that the quantity of the
replaced cooler liquid by vapor bubbles are proportional to the
bubble diameter to power two �10�. The bubble diameter is also a
key parameter for prediction of nucleate pool boiling heat transfer
coefficients by a variety of empirical correlations �12–14�. Be-
cause of the inadequacy of this critical information, a theoretical
model for prediction of the nucleate boiling heat transfer coeffi-
cient is still at the early stage of development �15–19�.

2 Literature Review

Many correlations are developed for the prediction of the
bubble diameter for the nucleate pool boiling condition for differ-
ent applications, which most are summarized in Table 1. All of the
proposed correlations are either simple with a limited range of
validity or complicated and requires an iterative procedure. The
Fritz �20� model is one of the most reliable existing models for
prediction of the bubble diameter for boiling of pure liquids and
also liquid mixtures. However, this correlation has shown a sig-
nificant deviation from experimental data from electrolyte solu-
tions. Stephan �21� has modified the Fritz �20� model by involving
three dimensionless Jacob, Prandtl, and Archimedes numbers.
This correction has some improvements relative to the predictions
of the Fritz �20� model for some systems, excluding the electro-
lyte solutions. However, the calculations are an iterative proce-
dure. Van Stralen and Zijl �22� proposed an empirical model for
nucleate boiling by considering bubble growth mechanisms. This
model includes the Jacob number and thermal diffusivity of the
solution. Cole �23� modified the contact angle and proposed that
the effect of system pressure is involved through a modified Jacob
number. Zeng et al. �24� assumed that the dominant forces leading
to bubble detachment would be the unsteady growth and the
bouncy forces. They developed their model based on an empirical
expression for bubble growth mechanisms. This model can be
used only if specific information on the vapor bubble growth pa-
rameters is available �25�. Yang et al. �26� developed a correlation
for the prediction of the vapor bubble diameter by considering the
analogy between nucleate boiling and forced convection heat
transfer. The key parameter of this model is given graphically as a
function of the Jacob number, and there are not any explicit math-
ematical correlation proposed. Jamialahmadi et al. �27� developed
an empirical correlation for electrolyte solutions. This correlation
predicts the bubble diameter specifically for electrolyte solutions.
In this correlation, the bubble diameter is correlated with heat flux
only, and the impact of electrolyte concentration and also pressure
are not included. Again, in some of the existing models
�21–23,28�, the dimensionless Jacob number is involved, which is
a function of the surface temperature and is fundamentally un-
known for any given system. However, the surface temperature
could be predicted through an iterative procedure by the existing
correlations developed for predicting the boiling heat transfer co-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received September 6, 2009; final manuscript
received February 15, 2010; published online June 10, 2010. Assoc. Editor: Louis C.
Chow.

Journal of Heat Transfer AUGUST 2010, Vol. 132 / 081502-1Copyright © 2010 by ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



efficient conjugated with the Newton’s cooling law. A significant
error, especially in subcooled boiling systems, should be expected
through this iterative procedure.

3 Experimental Apparatus
Figure 1 presents the experimental equipment used in the

present measurements. This boiling vessel is a vertical hollow
cylinder of stainless steel, containing 38 l of test liquid connected

to a vertical condenser to condense and recycle the evaporated
water. The whole system is heavily isolated to prevent heat loss.
The temperature of the liquid inside the tank is continuously
monitored and controlled to any predetermined set point by a
thermoregulator and a band heater. Before any experiment, the
liquid is preheated to any predetermined temperature. The test
section is a horizontal rod heater with a diameter of 10.67 mm and
a heating length of 99.1 mm, which can be observed and photo-
graphed through observation glasses. This heater consists of an
internally heated stainless steel sheathed rod, and four stainless
steel sheathed thermocouples with an exterior diameter of 0.25
mm entrenched along the circumference of the heater close to the
heating surface. This heating section provided a very uniform heat
flux. The boiling heat flux is calculated by the products of the
electrical current, electrical potential, and the cosine of the phase
lag divided to the heating area, i.e., I .V . cos �. The voltage-
current phase lag is measured by an oscilloscope equal to about
�=8 deg. According to the geometrical characteristics of the rod
heater �Fig. 1�, the heating area is equal to 0.005199 m2 and the
heat flux could be calculated by q /A=190.41.I .V �W m−2�.

For each experiment, the picture of the boiling phenomena was
taken using a high speed camera. These recordings are used to
determine the static bubble diameter. A Hewlett-Packard HP Photo

Table 1 Correlations suggested for the prediction of bubble size

Reference Correlation Application

Fritz �20�
D = 0.0146�� 2�

g��l − �v� Pure liquids
and mixtures

�=35 deg for mixtures and 45 deg for water

Ruckenstein �28� D = �3�2�l�̂lg
0.5��l − �v�0.5

�3/2 �Ja4/3� 2�

g��l − �v� Not specified

Cole–Rohsenow �29�
D = C Ja5/4� �g0

g��l − �v� Not specified

C=1.5�10−4 for water and 4.65�10−4 for others

Cole �23� D = 0.04 Ja� 2�

g��l − �v�
Pure liquids
and mixtures

Van Stralen et al. �22� D = 2.63� Ja2�̂l
2

g
	1/3�1 + � 2�

3 Ja
	1/2�1/4

Pure liquids
and mixtures

Stephan �21� D = 0.25�1 + � Ja

Pr
	2100,000

Ar
�0.5� 2�

g��l − �v�
Pure liquids
and mixtures

Yang et al. �26� D = 3.0557 � 10+3 �l

�v

�CplT
sat

Hfg

�̂ Prl
3/5

� Not specified

Jamialahmadi et al. �27� D = �96.75 +
0.01425�q/A�

ln�q/A� 	−1

Electrolyte
solutions

Fig. 1 The experimental apparatus design

081502-2 / Vol. 132, AUGUST 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Smart R507 has been used as the image acquisition system. Typi-
cal photo information are: F-stop= f /5.5, exposure time=1 /90 s,
ISO speed=100, resolution=300�300 dpi2, focal length
=10 mm, maximum aperture=2.6, and flash energy=26 bcps.

4 Experimental Procedure
Initially, the entire system, including the rod heater and the

inside of the tank, were cleaned and the test solution was intro-
duced. The vacuum pump is then turned on and the pressure of the
system is kept low at about 10 kPa �abs� for 5 hrs to allow the
entire dissolved gases to strip away from the test solution. Fol-
lowing this, the temperature of the system is set to a predeter-
mined temperature. This procedure provides a homogeneous con-
dition right through. Then the electric power was slowly supplied
to the rod heater and increased gradually to a constant predeter-
mined value to generate any specific heat flux. The data acquisi-
tion system and digital camera were simultaneously switched on
to record the required parameters, including the rod heater surface
temperature, bulk temperature, heat flux, and also all visual infor-
mation. Some runs were repeated twice and even thrice to ensure
the reproducibility of the experiments. Each experiment can take
about 2 min to reach to steady state at any specific condition. The
experiments have been performed in subcooled and also saturated
conditions. For a correct measurement, it is necessary to ignore
the extreme oversized and undersized bubbles and make an aver-
age from the rest of the data. The formation of very large bubbles
is due to the bubbles coalescence, and the development of very
small bubbles is because of bubbles brakeage, which is the result
of shearing of vapor through the liquid phase. The development
location of both of these bubble types are relatively far away from
the heating element, not directly induced by the boiling phenom-
enon, and are consequently ignored. In this investigation, the di-
ameters of all bubbles within any of the taken photos have been
measured and the arithmetic average has been assigned to the
bubble departure diameter for any specific condition. Typically,
any photo includes about 30–50 bubbles depending on the bubble
size. To determine the diameters of the nonspherical bubbles, the
bubble project area has been measured using picture scanning
software and the diameter of a hypothetical circle with same area
is calculated. Potentially, there are different sources of errors
through measurements, including �a� concentration: max. 	2%
�weight� and max. 	2% �volume�; �b� heat flux: max. 	2% �cur-
rent� and max. 	3% �voltage�; and �c� temperature: max. 	2%.

5 Test Solutions
Heat transfer experiments were performed with aqueous NaCl,

Na2SO4, and KNO3 solutions. The decisive factors for selecting
these solutes were based on the solubility of the salts in water, the
valence, and the size of the respective ions. The solubility curves
of the selected salts in water shows that the solubility of Na2SO4
and NaCl are nearly independent of the temperature, and the ex-
perimental concentrations are far away from the saturation point.
In addition, the solubility of KNO3 in water increases with in-
creasing temperature. Therefore, it is guaranteed that no deposits
form on the surface of the heating element in the range of experi-
ments. The boiling temperatures of aqueous solutions of these
salts can be fitted with excellent accuracy to the following general
equation, over a wide range of salt concentrations �27�:

Tb = a0 + a1c
a2 �1�

The fitted coefficients for the examined electrolytes are summa-
rized in Table 2. The measurements are based on clear observation
of salt sediments into a known volume of water at any specific
temperature.

6 Results and Discussion
The experimental values of measured bubble diameters are pre-

sented in Table 3. The data show that the bubble diameter in-

crease, either by increasing heat flux at any constant concentration
or by increasing concentration at any constant heat flux.

Figure 2 typically correlates the experimental data with major
existing models for the NaCl solution. Most predictions have a
similar trend for increasing bubble diameter versus increasing heat
flux, however roughly, the maximum of 40% relative difference is
clear among different existing models.

The electrolyte solutes including NaCl, KNO3, and Na2SO4
completely dissociate in water and form ions. Each ion is sur-
rounded by cluster of water and the ions are heavily repulsed from
the interface and keeps in the bulk of solution. It is well known
that the surface tension at the interface between the vapor and
liquid solution is higher than that of pure water, due to the exis-
tence of nonevaporating ions. Figure 3 presents the measured
static equilibrium of surface tension of the test solution as a func-
tion of the concentration and bulk temperature. However, higher
attractive forces between water and ions will quickly force the
ions to the bulk of solution from the interface. As the result, it is
anticipated that the dynamic interfacial tension between the vapor
and solution due to the swift evaporation of water during bubble
generation to be less than the static equilibrium surface tension.
Therefore, increasing the electrolyte concentration could increase
the bubble departure diameter and decrease the active nucleate
site density. Surface tension can also be predicted by the follow-
ing correlation �30�:

� = �w + RT
MX
wo ln

1

1 + KMXaMX
�2�

where R, T, and aMX are the universal gas constant, absolute tem-
peratures, and activity of the electrolyte MX, respectively. In ad-
dition, �w is the pure water surface tension at the system tempera-
ture, 
MX

wo is the excess of MX in the unit cross-sectional area of
the surface region over the moles, and KMX is the adsorption equi-
librium constant.

7 Modeling
It is generally understood that the application of the equations

of motion to simple geometries is not applicable for determining
the bubble volume on its own. Consequently, a pure mathematical
dynamic modeling of bubble formation, especially at high heat
fluxes, is very complicated. To highlight this complication, a de-
viation of a pure mathematical model is presented here, based on
the equilibrium condition, and the results are correlated with the
experimental data �31�. Bubble equilibrium is a consequence of
three types of equilibrium. Consider a spherical isolated bubble
with radius re in the bulk of a liquid. For this bubble to remain
intact, three conditions must be convened. These are mechanical
equilibrium, thermal equilibrium, and equal chemical potentials.
For the mechanical equilibrium, the algebraic summation of all
the forces applied to the bubble should be zero:


 F = internal pressure force + external pressure force

+ surface tension force = 0

After substitution of these forces to the above equation, respec-
tively:

Table 2 Coefficients for Eq. „1… †27‡

Solute a0 �K� a1 �m3 /kg� a2

NaCl 373.15 0.00589 1.223
Na2SO4 373.15 0.01293 0.906
KNO3 373.15 0.0154 0.886
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�re
2Pv + �re

2Pl + 2�re� = 0 → Pv − Pl = 2�re �3�
Clearly, for equal temperatures in the liquid side and the vapor
side, we know that Pv� Pl. This means that liquid surrounding the
bubble must be superheated. In the aforementioned modeling, it is
assumed that there are no gases dissolved in the liquid. For the

thermal equilibrium, the temperature of the vapor and liquid are
equal. Otherwise, a combination of heat and mass transfer pro-
cesses would occur to establish thermal equilibrium at a larger
bubble size, or cause the bubble to collapse.

The contact angle is a measure of the wet-ability of a liquid.
Wetting itself is defined as the ability of liquids to form a bound-
ary surface with solids. Due to the action of surface tension, a
wetting liquid in a capillary tube has a surface with a contact
angle smaller than 90 deg. Nonwetting liquids have convex sur-
faces and an angle of contact greater than 90 deg. Surface treat-
ment strongly affects the liquid wet-ability. Wetting liquids fill
surface cavities, prevent nucleation, and affect the nucleation site
density. Because of a very high complexity of the contact angle
measurement, the average value of 35 deg is considered in this
research for all mixtures, as reported by Fritz �20�.

Bubble grows from cavities in a surface. Figure 4 presents a
surface cavity, which is also called the nucleation site. The trans-
ferred energy from the heated surface to the trapped vapor in this
cavity �stage I� causes it to grow. Stage II shows the moment that
the bubble has reached at the mouth of the cavity. At this point,
the bubble volume keeps increasing while the radius keeps de-
creasing. The minimum radius is reached when the bubble radius
becomes equal to the radius of the cavity rb=rc �stage III�. The
growth of the bubble beyond this point depends on the degree of
superheating of the liquid. If sufficient superheating exists,
bubbles eventually leave the nucleation sites toward the bulk.

Table 3 The experimental values of measured bubble diameters

q /A a

NaCl KNO3 Na2SO4

x b Tb
c D d x b Tb

c D d x b Tb
c D d

47770 0.10 65 0.0018 0.10 65 0.0013 0.10 63 0.0015
10,9470 0.10 67 0.0020 0.10 69 0.0015 0.10 65 0.0018
148,080 0.10 69 0.0023 0.10 69.5 0.0020 0.10 67 0.0023
203,020 0.10 72 0.0025 0.10 70 0.0023 0.10 70 0.0024
261,540 0.10 75 0.0030 0.10 71 0.0028 0.10 72 0.0028
300,000 0.10 77 0.0033 0.10 73 0.0030 0.10 75 0.0030
47,770 0.20 70 0.0020 0.20 67 0.0015 0.19 68 0.0018
109,470 0.20 72 0.0023 0.20 69 0.0018 0.19 70 0.0020
148,080 0.20 75 0.0025 0.20 70 0.0023 0.19 72 0.0025
203,020 0.20 77 0.0028 0.20 71 0.0025 0.19 75 0.0028
261,540 0.20 80 0.0033 0.20 73 0.0030 0.19 77 0.0033
300,000 0.20 82.5 0.0035 0.20 75 0.0033 0.19 80 0.0035
47,770 0.47 72 0.0025 0.41 69 0.0020 0.44 70 0.0023
109,470 0.48 75 0.0026 0.41 70 0.0023 0.44 73 0.0025
148,080 0.48 77 0.0030 0.41 73 0.0025 0.44 75 0.0028
203,020 0.48 80 0.0033 0.41 75 0.0028 0.44 76 0.0030
261,540 0.48 83 0.0038 0.41 78 0.0033 0.45 78 0.0035
300,000 0.48 85 0.0040 0.41 80 0.0035 0.45 81 0.0038

aHeat flux �W m−2�.
bMass fraction.
cBulk temperature �°C�.
dMeasured bubble diameter �m�.

Fig. 2 Typical comparison between existing models and ex-
perimental data of bubble diameter

Fig. 3 Measured static equilibrium of surface tension of tested
solutions Fig. 4 Different stages of bubble generation on the surface
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These stages are known as the waiting period, growth period,
agitation or displacement of liquid in the thermal sublayer period,
and departure �or collapse� period. It is shown that 1 /rb is propor-
tional to the liquid superheat Tl−Tsat. Figure 4 also shows that the
radius of the cavity �rc� determines the amount of superheat re-
quired for the vapor bubble to nucleate at that site.

The departure diameter refers to the diameter of a bubble at the
moment that the bubble leaves the heated surface. For a single
bubble where the interactions of the adjacent bubbles are ignored,
the bubble diameter could be generally estimated by considering
the force balance between buoyancy and surface tension

�D� =
�D3

3
��l − �v�g �4�

Therefore

D = �3� �

��l − �v�g
�5�

However, by increasing the heat flux, adjacent bubbles will induce
a lateral motion of liquid, which significantly affects the bubble
departure diameter. In addition, at higher heat fluxes, the density
of nucleation sites will increase. Consequently, any attached
bubble on the heating surface may be supplied through two inter-
connected bubble stems from two adjacent bubble formation
points. Therefore, a high error is expected by Eq. �5�. Note that
this theoretical model is achieved from the force balances at the
ending of the expansion stage of bubble growth on top of a cavity.

In this research, in accordance to Fig. 4, the growth of a vapor
bubble through a cavity is divided into two different phases. In the
first phase, the growth happens inside the cavity, and the second
stage is the later period of growth of the vapor bubble on the tip of
the cavity. This stage develops until the buoyancy forces surpass
the surface tension forces, which are holding the vapor bubble on
the cavity. Equating these two forces states that the bubble diam-
eter is proportional to the term of �� / ��l−�v�g. Alternatively,
symbolizing this proportional constant by �, this relation can be
simplified to

Bo = �2 �6�
where Bo, the Bond number, is defined by the ratio of gravita-
tional force to those of surface tension force. Many attempts have
been made to develop a predictive model for the parameter of � in
the past literature. For different existing models, this mentioned
parameter is summarized in Table 4.

In the first stage, the trapped vapor shifts through the cavity
when the pressure drop crosswise the cavity prevails over the
trapping capillary forces. In this investigation, the flow of vapor
within the cavity is approximated by Poisseulle’s equation �32�.
By the concepts of dimensional analysis and scaling rules, it can
be proved that the first stage of bubble formation is a function of
the dimensionless group, representing the ratio of viscous forces
to capillary forces �33,34�. The ratio of viscous forces to the cap-
illary forces is defined by a= �
vV� / �� cos ��, the capillary num-
ber, where V, the vapor velocity passing through the capillary
channel, could be calculated simply by V= �q /A� / �Hfg ·�v�. The
capillary dimensionless number relates the magnitude of viscous
forces to capillary forces in the first stage of bubble formation
within the cavity. The capillary number can be amplified by either
�I� increasing the vapor velocity by increasing heat flux or de-
creasing the heat of vaporization or vapor density; �II� increasing
the vapor phase viscosity; �III� increasing the contact angle con-
necting the vapor and cavity; or �IV� reducing interfacial tension
between the vapor and liquid phase within the cavity.

The functionality of the parameter � may be expressed as

� = mCan �7�

Parameters m and n are a function of cavity density, length, and
size. Equation �7� has been proposed, based on experimental data
and the impact of different parameters on bubble departure diam-
eter. A new correlation for the bubble departure diameter is devel-
oped here by combining Eqs. �6� and �7� as

Bo1/2 = mCan �8�
The tuning parameters in Eq. �8� can be estimated from the ex-
perimental data. A high number of experimental data over a wide
range of possible operating parameters have been collected from
the present work. All the collected experimental data are used to
tune the parameters, which are found equal to m=40 and n
= �1 /3� for all tested electrolyte solutions at different boiling con-
ditions with a satisfactory accuracy. The final predictive correla-
tion for prediction of the bubble departure diameter in electrolyte
solution can be alternatively expressed as the following form:

D = 40�3 
v� q/A
Hfg�v

	
� cos �

� �

g��l − �v�
�9�

Table 5 compares the performance of different correlations for the
bubble diameter for different solutions. The values in Table 5
reflect the absolute average relative error �AARE�, which is de-
fined by AARE%= ��Dpredicted /Dmeasured�−1��100. Figure 5
graphically presents the experimentally measured versus predicted
dimensionless Bond number for all tested solutions and different
correlations.

8 Conclusions
An experimental and theoretical investigation on vapor bubble

formation under nucleate saturated and subcooled pool boiling
conditions has been performed using a variety of electrolyte solu-

Table 4 The parameter � in various correlations

Correlation Parameter �

Equation �5� �=�3

Fritz �20� �=0.0146�2�

Ruckenstein �28� � = �3�2�l�̂lg
0.5��l − �v�0.5

�3/2 � Ja4/3�2

Cole and
Rohsenow �29�

�=C Ja5/4�g0

C=1.5�10−4 for water and
4.65�10−4 for others

Cole �23� �=0.04 Ja�2

Stephan �21�

� = 0.25�1 + � Ja

Pr
	2100,000

Ar
�0.5

Table 5 The average relative error for predictions of the
bubble diameter

Correlation
NaCl
�%�

KNO3
�%�

Na2SO4
�%�

Fritz �20� 19 22 19
Yang �26� 24 41 35
Jamialahmadi �27� 25 14 13
Cole–Rohsenow �29� 31 31 28
Cole �23� 30 27 34
Stephan �21� 38 34 45
New model 2 10 5
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tions. It is observed that interfacial, viscous, and bouncy forces
are the major contributing parameters to the vapor bubble depar-
ture diameter, and they should be taken into consideration at all
ranges of heat fluxes and concentrations. Finally, the experimental
results are used to develop a practical model for the prediction of
the vapor bubble departure diameter for electrolyte solutions. Tak-
ing into consideration the complication of the bubble formation
mechanism under nucleate boiling conditions, the quantitative
agreement between measured and predicted values are satisfac-
tory.

Nomenclature
A � area
a � activity

a0, a1, a2 � constant in Eq. �1�
Ar � Archimedes number: �g�l��l−�v� /
l

2���� /g��l

−�v���3/2

Bo � Bond number: g��l−�v�D2 /�
c � concentration �kg m−3�
C � constant

Ca � Capillary number: 
vV /� cos �
D � bubble diameter �m�
F � force �N�
g � acceleration due to gravity �m s−2�

go � gravity acceleration correction factor
Hfg � heat of vaporization �J/kg�

I � electrical current �A�
Ja � Jacob number: �lCpl�Tw−Tb� /�vHfg

K � adsorption equilibrium constant
m � constant in Eq. �7�
n � constant in Eq. �7�
P � pressure �Pa�
Pr � Prandtl number: Cpl
l /kl
q � heat �W�
R � universal gas constant
r � radius �m�
T � temperature �°C or K�
V � velocity �m s−1� or voltage �V�

Greek Symbols
â � heat diffusivity �m2 s−1�

 � surface excess �m2 mol−1�
� � constant
� � contact angle �deg�
� � density �kg m−3�
� � interfacial tension �N m−1�
� � V / I phase lag

� � constant

Subscripts and Superscripts
0 � standard sate or saturated
b � bulk or bubble
c � cavity
e � equilibrium
l � liquid
v � vapor
w � water
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Rendering the Transient Hot Wire
Experimental Method for Thermal
Conductivity Estimation to
Two-Phase Systems—Theoretical
Leading Order Results
The transient hot wire experimental method for estimating the thermal conductivity of
fluids and solids is well established as the most accurate, reliable, and robust technique.
It essentially relies on a simple analytical formula derived from the solution of the heat
conduction from a line heat source embedded in the target medium. This simple and
elegant analytical formulation was derived for uniform and homogeneous fluids or solids.
Its extension to two-phase or composite systems, while in practical application, does not
have any theoretical basis, and it is by no means obvious that the latter may be applied
without corrections to such heterogeneous systems. When it is actually applied as for
single-phase systems, it is clearly incorrect. This paper presents preliminary results at the
leading order (in the sense of an expansion of the solution in powers of time, applicable
to short time scales, consistent with the validity of the transient hot wire method), which
render the transient hot wire method to two-phase and composite systems. While these
leading order approximations extend the applicability of the same analytical formula to
two-phase systems, they also produce additional conditions that need to be fulfilled for
such an application to provide reliable experimental results. �DOI: 10.1115/1.4001314�

Keywords: transient hot wire, porous media, nanofluids, effective thermal conductivity,
two-phase heat conduction

1 Introduction

The transient hot wire �THW� method is well established as the
most accurate, reliable, and robust technique �1�� for evaluating
the thermal conductivity of fluids �2–4� and solids �5�. It replaced
the steady state methods primarily because of the difficulty to
determine if the steady state conditions have indeed been estab-
lished and for fluids, the difficulty in preventing the occurrence of
natural convection and consequently, the difficulty in eliminating
the effects of natural convection on the heat flux. While the ap-
plication of the method to gases is straightforward its correspond-
ing application to electrically conducting liquids and solids needs
further attention. Experiments conducted in nanofluid suspensions
listed above �6� used a thin electrical insulation coating layer to
cover the platinum wire instead of using the bare metallic wire, a
technique developed by Nagasaka and Nagashima �7�. The latter
is aimed at preventing problems such as electrical current flow
through the liquid, causing ambiguity of the heat generation in the
wire. Alternatively, Assael et al. �8� pioneered the use of tantalum
wires, which were anodized in situ to form a coating layer of
tantalum pentoxide �Ta2O5�, which is an electrical insulator. The
use of tantalum wires instead of coated platinum wires seems to
be the preferred method in the present practice. In the case of
solids, Assael et al. �6,9–11� demonstrated the importance of using
an intermediate soft solid material between the hot wire and the
solid of interest in order to eliminate or substantially reduce the

contact thermal resistances. Therefore, the bare metallic wire can
only be used for gases �12� or electrically insulating liquids such
as oils.

Assael et al. �6,9–11� developed a new application of the tran-
sient hot wire method by using a commercial software to solve for
the whole temperature-time curve by trial and error until it fits the
experimental data, at which point the thermal conductivity �k� and
the heat capacity ��cp� of the material are found. Assael et al.
�6,9–11� showed the development of this method specifically for
solids with only one example used for applying it to fluids, and
without discussing the possible effects of convection on the latter.
Preventing effects of convection in fluids is a particular emphasis
that is substantially distinct from its application to solids. All these
demonstrations still use experimental standards �e.g., diameter or
cross sectional extent of the wire, length of the wire, and wire
material� that are within the validity range of the classical tran-
sient hot wire method described above, although experimental re-
sults for time ranges of microseconds can be used when using the
proposed method.

Unfortunately, the theoretical support for existing experimental
methods is stretched to its limits, and their recent applications
frequently extend beyond these limits. Examples of such exten-
sions are the application of the transient hot wire method for
evaluating the effective thermal conductivity of nanofluid suspen-
sions �13,14� or porous insulating foams �15,16�. Possible limita-
tions of the applicability of the THW method were discussed and
identified by Vadasz �17�, who concluded that it is incorrect to
apply the method directly without the required corrections to the
two-phase systems.

The present paper presents the preliminary results at the leading
order �in the sense of an expansion of the solution in powers of
time, applicable to short times, scales consistent with the validity
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of the Transient Hot Wire method�, which render the transient hot
wire method to two-phase and composite systems. While these
leading order approximations extend the applicability of the
method to two-phase systems, they also produce additional con-
ditions that need to be fulfilled for such an application to provide
reliable experimental results.

We introduce here a contextual notation to distinguish between
dimensional and dimensionless variables and parameters. It im-
plies that an asterisk subscript identifies the dimensional values
only when ambiguity arises when the asterisk is omitted. For ex-
ample r� is the dimensional radial coordinate, while r is its corre-
sponding dimensionless counterpart. However ks is the effective
solid phase thermal conductivity, a dimensional parameter that
appears without an asterisk subscript without causing ambiguity.
The only exception to this rule is the temperature, which is de-
fined by T=T�−To as the dimensional temperature taken with re-
spect to a reference value To.

2 Single-Phase Line Heat Source Solution
The line heat source solution for the problem of conduction in a

single-phase fluid �or solid� is well known and classical �18,19�. It
is presented here as a reference point to be used later in the two-
phase problem.

Let us consider a wire of finite diameter and infinite vertical
extent embedded into the target single-phase fluid �or solid�, as
presented in Fig. 1. The finite diameter is considered initially be-
cause it is more convenient to convert Ohm’s heating parameters
that are used in the transient hot wire method to a finite, although
very thin, wire diameter. Eventually the heat flux resulting from
such a finite diameter wire will be evaluated in the limit when the
wire radius tends to zero, thus converting it into the line heat
source. The radius of this thin wire is taken as rw, and the amount
of heat rate generated per unit length of the wire by an electric
current i �A� passing through the wire is q̇L �W/m�. This amount
of generated heat rate is related to the electric current i and the
electrical resistivity �e �� m� of the wire via the relationship q̇L

= i2�e /A, where �e is related to the electrical resistance R of any
wire having a finite length L and cross sectional area A by R
=�eL /A. This heat rate per unit length generated within the wire
by Ohm’s heating can be converted into the corresponding amount
of radial heat flux from the wire to the surrounding fluid �or solid�
in the form

q̇L = �qr��r�=rw

2�rwL

L
= 2�rw�qr��r�=rw

= − 2�rwk� �T

�r�

�
r�=rw

= − 2�k�r�

�T

�r�

�
r�=rw

�1�

where qr� at r�=rw is the radial heat flux from the wire and the
dimensional temperature T is defined relative to a reference tem-

perature value To such that T=T�−To. Therefore, one obtains in
the limit of rw→0 the conditions equivalent to a line heat source
in the form

lim
rw→0

�r�

�T

�r�

�
r=rw

= −
q̇L

2�k
�2�

providing a boundary condition for the problem under consider-
ation. The equation for heat conduction through the target fluid
�solid� is

�T

�t�

=
�

r�

�

�r�

�r�

�T

�r�

� �3�

where �=k /�cp is the fluid’s thermal diffusivity subject to the
following initial and boundary conditions:

t� = 0:T = 0 �4�

r� → �:T = 0 �5�

in addition to the boundary condition �2�.
The solution to the heat conduction problem formulated by Eq.

�3�, initial condition �4�, and boundary conditions �2� and �5� is
obtained by introducing a Boltzmann transformation via a dimen-
sionless similarity variable � defined in the form

� =
r�

2

4�t�

�6�

Replacing the derivatives in Eq. �3� with the corresponding de-
rivatives involving � yields an ordinary differential equation in
the form

d

d�
��

dT

d�
� + �

dT

d�
= 0 �7�

The initial and boundary conditions �4� and �5� are converted into
the following boundary condition in terms of the similarity vari-
able � in the form

� → �:T = 0 �8�

and the boundary condition �2� is converted into the following
boundary condition in terms of �

lim
�→0

�2�
dT

d�
�

�

= −
q̇L

2�k
�9�

Equation �7� and the boundary conditions �8� and �9� constitute a
two-point boundary value problem that may be solved via the
introduction of the following notation:

� = �
dT

d�
�10�

transforming the second order Eq. �7� into the following first order
equation in terms of �

d�

d�
+ � = 0 �11�

providing the following solution:

� = �
dT

d�
= Aoe

−� �12�

and a second integration yields

T = Ao� e−�

�
+ Bo �13�

By introducing the boundary conditions �8� and �9� into Eq. �13�
leads to the following complete analytical solution:

Fig. 1 The line heat source analytical problem underlying the
transient hot wire method
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T =
q̇L

4�k�
�

�
e−�

�
d� =

q̇L

4�k
Ei��� =

q̇L

4�k
Ei� r�

2

4�t�

� �14�

where Ei���=��
��e−� /��d� is the exponential integral function.

Equation �14� is used in the evaluation of the fluid’s �solid’s�
thermal conductivity when using the transient hot wire method.

3 Transient Hot Wire Method for Homogeneous
Fluids

The THW method consists in principle of determining the ther-
mal conductivity of a target material/fluid by observing the rate at
which the temperature of a very thin platinum/tantalum wire
�5–80 �m� increases with time after a step change in the voltage
has been applied to it. The platinum/tantalum wire is embedded
vertically in the target material/fluid �see Fig. 2� and serves as a
heat source as well as a thermometer. The temperature of the
platinum/tantalum wire is established by measuring its electrical
resistance, the latter being related to the temperature via a rela-
tionship of the form �20�

Rw = Ro�1 + 	1�T − To� + 	2�T − To�2� �15�
The quadratic term in Eq. �15� adds only 0.4% to the resistance
value over a wide temperature change of 100°C and 0.004% over
a temperature change of 10°C �20�, and therefore, the linear part
is already very accurate. The requirement for a very thin
�5–80 �m in diameter� platinum/tantalum wire is due to the need
to obtain a uniform temperature across the cross section of the
wire in a time scale that is substantially shorter than the time scale
of thermal diffusion to the neighboring fluid �this effect is some-
times mentioned in the literature as the neglect of the heat capac-
ity of the wire for which a correction is usually needed�. For
platinum having a thermal diffusivity of �Pt=2.6
10−5 m2 /s
�21� and a micrometer size wire radius �4.81
10−5 m� the tran-
sient within the wire will disappear within 	0.1 ms, and there-
fore, the readings that are being taken at times that are much
longer than 0.1 ms �t�0.1 ms� correspond to a uniform tempera-
ture over the wire’s cross section.

A Wheatstone bridge is used to measure the electrical resistance
Rw of the platinum/tantalum wire. The electrical resistance of a
potentiometer R3 is adjusted until the reading of the galvanometer
G shows zero current. When the bridge is balanced, as indicated
by a zero current reading on the galvanometer G, the value of Rw

can be established from the known electrical resistances R1, R2,
and R3 by using the balanced Wheatstone bridge relationship Rw
=R1R3 /R2.

Because of the very small diameter �micrometer size� and high
thermal conductivity of the platinum/tantalum wire, the latter can
be regarded as a line heat source in an otherwise infinite cylindri-
cal medium qualifying for application of the analytical solution
presented in Sec. 2 in Eq. �14�. The rate of heat generated per unit
length �L� of the platinum wire is therefore q̇L= iV /L= i2Rw /L
�W m−1�, where i is the electric current flowing through the wire,
V is the voltage drop across the wire, and Rw is the wire’s electri-
cal resistance. The closed form temperature solution presented in
Eq. �14� can be expanded in an infinite series as follows

T =
q̇L

4�k
Ei� r�

2

4�t�

� =
q̇L

4�k

− �Eu + ln�4�t�

r�
2 � +

r�
2

4�t�

−
r�

4

64�2t�
2

+
r�

6

1152�3t�
3 − . . .� �16�

where Ei� • � represents the exponential integral function and �Eu
=ln�
Eu�=0.5772156649 is Euler’s constant. For a line heat
source embedded in a cylindrical cell of infinite radial extent and
filled with the target fluid, one can use the approximation
r�

2 /4�t��1 in Eq. �16� to truncate the infinite series and yield

T �
i2Rw

4�kL

− �Eu + ln�4�t�

r�
2 � + O� r�

2

4�t�

�� �17�

where we replaced the heat source with its explicit dependence on
i, Rw, and L, i.e., q̇L= i2Rw /L. Equation �17� reveals a linear rela-
tionship, on a logarithmic time scale, between the temperature and
time. Therefore, one way of evaluating the thermal conductivity is
from the slope of this relationship evaluated at r�=rw, for ex-
ample, in the form

T �
i2Rw

4�kL

ln�t�� − �Eu − ln� rw

2

4�
� + O� r�

2

4�t�

�� �18�

where it is evident that the thermal conductivity can be evaluated
from the slope of this line on a logarithmic time scale, and the
effect of the thermal diffusivity is isolated on the y-intersect only.
For r�=rw the condition for the series truncation rw

2 /4�t��1 can
be expressed in the following equivalent form that provides the
validity condition of the approximation in the form

t� � to� =
rw

2

4�
�19�

The value of to�=rw
2 /4� provides a validity condition of the ex-

perimental readings, i.e., t�� to�. For any two readings of tem-
perature T1 and T2 recorded at times t1� and t2�, respectively, the
temperature difference �T2−T1� can be approximated by using Eq.
�17�, as long as the latter validity condition is fulfilled, in the form

�T2 − T1� �
i2Rw

4�kL

ln� t2�

t1�
�� �20�

From Eq. �20� one can express the thermal conductivity k explic-
itly in the form

k �
i2Rw

4��T2 − T1�L
ln� t2�

t1�
�� �21�

Equation �21� �which does not include the thermal diffusivity� is a
very accurate way of estimating the thermal conductivity, as long
as the validity conditions for applying the derivations used above
are fulfilled. A finite length of the platinum wire, the finite size of
the cylindrical container, the heat capacity of the platinum/
tantalum wire, and possibly, the natural convection effects are
examples of the possible deviations of any realistic system from
the one used in deriving Eq. �21�. De Groot et al. �2�, Healy et al.

Fig. 2 Typical schematic setup for a transient hot wire experi-
ment in a pure fluid
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�3�, and Kestin and Wakeham �4� introduced an assessment of
these deviations and possible corrections to the THW readings to
improve the accuracy of the results. In general all the deviations
indicated above could be eliminated via the proposed corrections,
provided that the validity condition listed in Eq. �19� is enforced
as well as an additional condition that ensures that natural con-
vection is absent or its effect on heat transfer is negligibly small.
The validity condition �19� implies the application of Eq. �21� for
long times only. However, when evaluating this condition �19� to
the data used in the nanofluid suspension experiments one obtains
explicitly the following values. For a diameter of 76.2 �m of
platinum wire used by Eastman et al. �13�, Lee et al. �22�, Choi et
al. �14�, and an electrical insulation coating thickness of 10 �m,
the wire radius is rw=4.81
10−5 m, producing to�=rw

2 /4�
=13.7 ms for ethylene glycol and to�=rw

2 /4�=7.2 ms for oil,
leading to the validity condition t��13.7 ms for ethylene glycol
and t��7.2 ms for oil. The long times beyond which the solution
�21� can be used reliably are therefore of the order of hundreds of
milliseconds, not so long in the actual practical sense. On the
other hand the experimental time range is limited from the above
as well in order to ensure the lack of natural convection that
develops at longer time scales. Xuan and Li �23� estimated this
upper limit for the time that an experiment may last before natural
convection develops at about 5s. They indicate that “An experi-
ment lasts about 5s. If the time is longer, the temperature differ-
ence between the hot-wire and the sample fluid increases and free
convection takes place, which may result in errors.” Lee et al.
�22�, while using the THW method and providing experimental
data in the time range of 1 s and 10 s, indicated in their Fig. 3 the
“valid range of data reduction” to be between 3 s and 6 s. Our
estimations evaluated above confirm these lower limits as a very
safe constraint, and we assume that the upper limits listed by
Xuan and Li �23� and Lee et al. �22� are also good estimates.
Within this time range the experimental results should produce a
linear relationship, on a logarithmic time scale, between the tem-
perature and time.

4 Problem Formulation for Two-Phase Systems
Inherent assumptions for the existence of an effective thermal

conductivity for two-phase systems such as porous insulating
foams �15,16� having properties that are similar to homogeneous
materials are being made even without mentioning them. The
practice of using the terminology “effective thermal conductivity”
over the years yielded a “tradition” of not even challenging its
existence—a natural internalization but rather incorrect. A direct
result of this practice is the obvious application of single-phase
measurement methods to porous media. In addition to the impor-
tant question raised above, and to compensate for the possibility
that such an accurate representation of the effective thermal con-
ductivity has its limitations, the averaging concept can be applied
by defining a representative elementary volume �REV� and aver-
aging the dependent variables over this REV. The resulting effect
in addition to the heat transferred within each phase is the heat
conduction over the interface separating the two phases �inter-
phase heat transfer�. Evaluating this heat transfer is possible for
regular geometries, such as the spherical one used by Maxwell
�24�, Batchelor �25�, Batchelor and Green �26�, Jeffrey �27�, Davis
�28�, Lu and Lin �29�, and Bonnecaze and Brady �30,31�, or their
extensions �32�; however, it becomes increasingly more difficult
as the geometry becomes more complicated. Heat conduction in
porous media subject to the lack of local thermal equilibrium �La-
Lotheq� is governed at the macrolevel by the following equations
that represent averages over each phase within a REV

�s

�Ts

�t�

= ks��
2Ts − Qsf �22�

� f

�Tf

�t�

= kf��
2Tf + Qsf �23�

where Qsf represents the rate of heat generation in the fluid phase
within the REV due to the heat transferred over the fluid-solid
interface, Ts, Tf, �s, � f, ks, and kf are the average temperatures,
effective heat capacities, and effective thermal conductivities of
the solid and fluid phases, respectively. The traditional formula-
tion of the rate of heat generation in the fluid phase within the
REV due to the heat transferred over the fluid-solid interface uses
a linear relationship between Qsf and the average temperature dif-
ference between the phases in the form Qsf =h�Ts−Tf�. In this
discussion one can assume that h is an independent property,
while in reality h depends on the thermal conductivities and heat
capacities of both phases, on the interface heat transfer area Asf,
and on other factors. Then, a change in h will occur due to
changes in Asf, kf, ks, � f, and �s.

The lack of macroscopic level conduction mechanism in fluid
suspensions �with the solid fraction � being related to the
porosity/fluid fraction �, by �= �1−���, i.e., the heat transfer
within the solid phase, which is expressed by the fact that the
solid particles represent the dispersed phase in the fluid suspen-
sion and therefore the solid particles can conduct heat between
themselves only via the neighboring fluid, leads to setting ks=0 in
Eq. �22�. The latter yields from Eqs. �22� and �23� the averaged
equations applicable to fluid suspensions. When steady state is
accomplished in fluid suspensions �Ts /�t�=�Tf /�t�=0, leading to
local thermal equilibrium between the solid and fluid phases, i.e.,
Ts�r�=Tf�r�, a condition that does not necessarily apply in porous
media. By using Eqs. �22� and �23� for a line heat source and by
introducing the following dimensionless variables t= t�h /� f, r2

=r�
2h /kf, �s= �Ts�−To� / �q̇L /2�kf�, and � f = �Tf�−To� / �q̇L /2�kf�,

as needed for the application of the THW method, renders these
equations into their corresponding dimensionless form

1

�

��s

�t
=

1


r

�

�r
�r

��s

�r
� − ��s − � f� �24�

�� f

�t
=

1

r

�

�r
�r

�� f

�r
� + ��s − � f� �25�

where �=� f /�s, 
=kf /ks, and �=� f /�s=
 /� represent the heat
capacity, thermal conductivity, and thermal diffusivity ratios, re-
spectively. Introducing a Boltzmann transformation in the form

� =
r2

4t
=

r�
2

4� ft�

�26�

transforms Eqs. �24� and �25� into the following equivalent, but
not self-similar, form

t
��s

�t
= �−1 �

��
��

��s

��
� + �

��s

��
− �t��s − � f� �27�

t
�� f

�t
=

�

��
��

�� f

��
� + �

�� f

��
+ t��s − � f� �28�

5 Leading Order Solution for Two-Phase Systems
The corresponding single-phase Eq. �7� presented in Sec. 2 was

self-similar, a result of utmost importance because it is this self-
similarity that produced the simple solution expressed by Eq. �14�
and made the application of the THW method possible. Neverthe-
less, Eqs. �27� and �28� produce interesting self-similar solutions
for short times t�1, �and we will see that these are precisely the
times that the THW method is focused on�, by using the following
short time expansion:
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�i = �i
�0� + t�i

�1� + t2�i
�2� + O�t3� ∀ i = s, f �29�

Substituting expansion �29� into Eqs. �27� and �28�, and grouping
terms having like-powers of t produces a hierarchy of differential
equations for each order. Then the equations at leading order �the
equations for �i

�0�� decouple and take the form

�−1 d

d�
��

d�s
�0�

d�
� + �

d�s
�0�

d�
= 0 �30�

d

d�
��

d� f
�0�

d�
� + �

d� f
�0�

d�
= 0 �31�

hence, restoring at leading order the single-phase self-similarity at
short times, despite the two-phase nature of the problem. The
solution to Eqs. �30� and �31� subject to the hot wire boundary
conditions lim

rw→0

�r���Ti /�r���r=rw
=−q̇L /2�ki and r�→� :Ti=0 for

i=s , f converted to the boundary conditions in terms of � and �i
�0�

in the form

� → �:�i
�0� = 0; lim

�→0
�2�

d�i
�0�

d�
�

�

= − 
i for i = s, f �32�

where 
i=
=kf /ks for i=s, and 
i=1 for i= f , can be obtained by
substituting

�i = �
d�i

�0�

d�
for i = s, f �33�

into Eqs. �30� and �31�, leading to

d�s

d�
+ ��s = 0 �34�

d� f

d�
+ � f = 0 �35�

Direct integration of Eq. �34� yields

�s = �
d�s

�0�

d�
= Asoe

−�� �36�

A second integration of Eq. �36� yields

�s
�0� = Aso� e−��

�
d� + Bso �37�

After substituting the boundary conditions �32� the solution takes
the final form

�s
�0� =




2�
��

�
e−��̃

�̃
d�̃ =




2
Ei���� =




2
Ei� r�

2

4�st�

� �38�

where �̃ is a dummy integration variable. The solution for � f
�0� is

obtained in an identical way and can be presented in the form

� f
�0� =

1

2�
�

�
e−�̃

�̃
d�̃ =

1

2
Ei��� =

1

2
Ei� r�

2

4� ft�

� �39�

Converting �i
�0� back to dimensional form by using the definitions

�s
�0�= �T

s�

�0�
−To� / �q̇L /2�kf� and � f

�0�= �T
f�

�0�
−To� / �q̇L /2�kf� leads to

the following solutions:

�Ts�
�0� − To� =

q̇L

4�ks
Ei� r�

2

4�st�

� =
q̇L

4�ks

− �Eu + ln�4�st�

r�
2 �

+ O� r�
2

4�st�

�� �40�

�Tf�
�0� − To� =

q̇L

4�kf
Ei� r�

2

4� ft�

� =
q̇L

4�kf

− �Eu + ln�4� ft�

r�
2 �

+ O� r�
2

4� ft�

�� �41�

These solutions can be used to approximate the effective thermal
conductivity of the solid and fluid phases, respectively, for any
pairs of two temperature readings �T

f1�

�0�
, T

s1�

�0� � and �T
f2�

�0�
, T

s2�

�0� �
taken at subsequent times t1� and t2�, respectively, after neglecting
the terms, which are O�r�

2 /4�st�� and O�r�
2 /4� ft��, in the form

�Ts2�
�0� − Ts1�

�0� � =
q̇L

4�ks

ln�4�st2�

r�
2 � − ln�4�st1�

r�
2 �� =

q̇L

4�ks
ln� t2�

t1�
�

�42�

�Tf2�
�0� − Tf1�

�0� � =
q̇L

4�kf

ln�4� ft2�

r�
2 � − ln�4� ft1�

r�
2 �� =

q̇L

4�kf
ln� t2�

t1�
�

�43�
The effective thermal conductivities of the solid and fluid phases
can be then extracted from Eqs. �42� and �43�, and can presented
in the form

ks �
q̇L

4��Ts2�
�0� − Ts1�

�0� �

ln� t2�

t1�
�� �44�

kf �
q̇L

4��Tf2�
�0� − Tf1�

�0� �

ln� t2�

t1�
�� �45�

Note that we obtained here the effective thermal conductivities for
each phase, assuming that the wire temperature was affected by
that particular phase only. In reality the wire is exposed to both
phases in some unknown percentage combination that is a topic
for further research based on the approach presented by Vadasz
�33–35�. Once the results from such research become available it
will provide a simple correction to Eqs. �44� and �45�, which
could be used directly to evaluate the effective thermal conduc-
tivities of each phase accurately. The evaluation of the effective
thermal conductivity of the whole two-phase system �assuming it
exists for transients too, its existence being proven for steady state
by Maxwell �24�, subject to certain conditions� forms also the
basis for further investigation. Nevertheless, the results presented
in Eqs. �44� and �45� demonstrate evidently that the effort in this
direction is warranted, and the rendering of the transient hot wire
experimental method to two-phase systems is possible.

6 Validity Conditions of the Transient Hot Wire
Method for Two-Phase Systems

These results are quite promising because they indicate that the
THW method may be applied with some higher order corrections
in porous media or nanofluid suspensions as well; however, we
need to check the conditions under which the latter applies.
Clearly a condition similar to Eq. �19�, which is applicable to
single-phase, applies here as well as the truncation of Eqs. �40�
and �41� requires t�� to, where the value of the minimum time is
to=max��rw

2 /4� f� , �rw
2 /4�s��. In addition, the leading order solu-

tions �40� and �41� apply for dimensionless short times only, i.e.,
for t= t�h /� f �1. Note also that an inherent, but reasonable, as-
sumption was included in the derivation of the leading order equa-
tions �Eqs. �30� and �31��, implying that �=� f /�s=O�1�, i.e., � f

	�s at least in their order of magnitude. Therefore the condition
t= t�h /� f �1 implies t��� f /h, or similarly t���s /h. These con-
ditions specify the range of short times that are needed for the
approximated solutions �40� and �41� leading to Eqs. �44� and �45�
to be valid. Combining the two conditions above produces
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to � t� � tm �46�

where to=max��rw
2 /4� f� , �rw

2 /4�s�� and tm=min��� f /h� , ��s /h��.
The requirement that tm� to, is necessary and sufficient for such a
time interval to exist and makes the THW experimental method
applicable to two-phase systems. This requirement implies � f /h
�rw

2 /4� f �assuming �=� f /�s=O�1��, leading to

h �
4kf

rw
2 �47�

This condition is the requirement for the existence of a time in-
terval �THW method validity window� over which the THW
method may produce reliable results in two-phase applications. It
reveals the significant impact that the interface heat transfer coef-
ficient h has the applicability of the THW method to two-phase
systems. For example, in the limit of very high values of the
interface heat transfer coefficient, e.g., h→� condition �47� can
never be satisfied, while for very low values of h, e.g., in the limit
of h→0, it is always satisfied.

In fluid suspensions such as in porous media, the parameter h,
carrying units of W /m−3 K−1, represents an integral heat transfer
coefficient for the heat conduction at the solid-fluid interface
within an REV. Its general relationship to the surface area-to-
volume ratio �specific area� was derived by Vadasz �17� by using
relationships that are available for the respective coefficient in
fluid saturated porous media �36–41�. Most of the reported evalu-
ations of h in porous media listed above were derived with a
particular focus on convection rather than conduction heat trans-
fer. Their applicability and accuracy for conduction are therefore
questionable. The implication of the derived relationship pre-
sented by Vadasz �17� is that the heat transfer coefficient is related
to the particle size by the inversely quadratic relationship h
= �kf /dp

2�s�� ,kf /ks�. While the particular form of the function
s�� ,kf /ks� and its possible further dependence on the particle size
dp as well, especially if the particle size is reduced to nanoscale
levels, is not established for the case of suspensions, the general
dependence of the heat transfer coefficient on the particle size is
evident. This dependence of the heat transfer coefficient on the
particle size introduces the effect of the surface area-to-volume
ratio �specific area�, which was claimed by Eastman et al. �13� to
be missing in the classical models of evaluating the effective ther-
mal conductivity of the suspension. One should, however, bear in
mind that further dependence on the particle size might be antici-
pated, as the particle size is reduced to the nanoscale level, im-
plying a consequential reduction in the value of h to somewhat
compensate for the otherwise substantial increase in h as the par-
ticle size is reduced.

7 Conclusions
Simple analytical expressions to be used with the application of

the transient hot wire method in two-phase systems were derived
as leading order approximations. The validity conditions impose
restrictions on the value of the interface heat transfer coefficient in
two-phase systems, a condition that was nonexistent in the corre-
sponding single-phase application. More work is needed in three
distinct directions in order to allow one to make a definite conclu-
sion on the feasibility of rendering the THW method to two-phase
systems. The first direction is to derive a method for independent
evaluation of the interface heat transfer coefficient, hence trans-
forming the validity condition into a practical method to assess
and design the experimental procedure. Presently not knowing
how to estimate the value of h becomes an impediment in enforc-
ing such a condition in any experiment. The second direction is
linked with the development of a method that indicates in what
precise combination each phase present affects the wire’s tem-
perature by using an approach suggested by Vadasz �33–35�. The
third one suggests producing the complete theoretical solution to
the present two-phase problem at higher orders and deriving the

validity conditions for such solutions too. It is anticipated that
including higher order solutions in the analysis may relax some of
the limitations obtained at the leading order in terms of the re-
stricted validity conditions.

Nomenclature

Latin Symbols
A � cross sectional area of the wire �m2�

Asf � solid-fluid interface heat transfer area �m2�
cp � fluid’s specific heat for the single phase

�J /kg K� �dimensional�
cp,f ,cs � fluid and solid phases specific heat, respec-

tively, �J /kg K� �dimensional�
Ei � exponential integral function
h � integral heat transfer coefficient for the heat

conduction at the solid-fluid interface,
�W /m3 K� �dimensional�

i � electric current passing through the wire �A�
is � electric current supplied by the source �A��
k � thermal conductivity of the fluid for the single

phase �W /m K� �dimensional�
ks � effective thermal conductivity of the solid

phase, equals �1−��k̃s �W /m K� �dimensional�
k̃s � thermal conductivity of the solid phase

�W /m K� �dimensional�
kf � effective thermal conductivity of the fluid

phase, equals �k̃ f �W /m K� �dimensional�
k̃ f � thermal conductivity of the fluid phase,

�W /m K� �dimensional�
L � the length of the wire �m�

q̇L � amount of heat generated per unit length of
wire �W/m�

qr� � radial component of the heat flux �W /m2�
q � heat flux vector �W /m2� �dimensional�

Qsf � rate of heat generation in the fluid phase due
to the heat transferred over the fluid-solid in-
terface, �W /m3�

r� � radial coordinate �m� �dimensional�
r � dimensionless radial coordinate, equals

r� /
kf /h
rw � wire’s radius �m� �dimensional�
R � electrical resistance ��� �dimensional�

Rw � electrical resistance of the wire ���
Ro � a reference value of the electrical resistance

���
R1 ,R2 � fixed electrical resistances in the Wheatstone

bridge ���
R3 � variable electrical resistance ��� �potentiom-

eter� in the Wheatstone bridge
t� � time �s� �dimensional�
t � dimensionless time, equals t�h /� f

T � temperature, equals �T�−To� �K� �dimensional�
TC � coldest boundary temperature �K�

�dimensional�
V � voltage drop across the wire �V�
z� � vertical coordinate �m� �dimensional�

Greek Symbols
� � fluid’s thermal diffusivity for the single phase,

equals k /�cp �m2 /s� �dimensional�
� f � fluid phase effective thermal diffusivity, equals

kf /� f �m2 /s� �dimensional�
�s � solid phase effective thermal diffusivity, equals

ks /�s �m2 /s� �dimensional�
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� � heat capacity ratio, equals � f /�s
�s � solid phase effective heat capacity, equals �1

−���scs �dimensional�
� f � fluid phase effective heat capacity, equals

�� fcp,f �dimensional�
�Eu � Euler’s constant, equals 0.5772156649

� � solid fraction, equals �1−��
�s � dimensionless solid phase temperature, equals

�Ts�−To� / �q̇L /2�kf�
� f � dimensionless fluid phase temperature, equals

�Tf�−To� / �q̇L /2�kf�
� � porosity/fluid fraction �dimensionless�
� � dependent variable following the transforma-

tion �=���T /���
�e � electrical resistivity of the wire �� m�
� � fluid’s density for single phase �kg /m3�

� f � fluid phase density �kg /m3�
�s � solid phase density �kg /m3�

 � thermal conductivity ratio, equals kf /ks

�dimensionless�
� � similarity variable, equals r�

2 /4�t�

�dimensionless�
� � thermal diffusivity ratio, equals � f /�s=
 /�

�dimensionless�

Subscripts
� � corresponding to dimensional values, except

for cases where there is no ambiguity, as listed
in this nomenclature

s � related to the solid phase
f � related to the fluid phase
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Thermal Conductance of a
Multilayer Drift Chamber: An
Experimental Approach
Drift chambers in the compact muon solenoid (CMS) detector are piled modular struc-
tures joined together by a structural adhesive. This structure is used for the detection and
tracking of high energy particles—particularly muons. According to Fourier’s law, the
conductance of a multilayered drift chamber prototype can be measured using a simple
device based on the thermal transience between two heat sinks. The heat gradients in the
global CMS detector in operation at the European Council for Nuclear Research are
estimated in this way. The resultant values are used to determine whether to include a
forced cooling device in the CMS. �DOI: 10.1115/1.4001103�

Keywords: thermal conductance, thermal transient, multilayer, drift chamber

1 Introduction

The compact muon solenoid �CMS� is a hermetic muon spec-
trometer with a large geometric acceptance, recently installed at
the large hadron collider �LHC� at the European Council for
Nuclear Research �CERN�. The excellent resolution of the energy
and momentum measurements of CMS rely on a high precision
mechanical design and good control over any kind of distortion.
In particular, thermal gradients and any associated deformities
must be kept under strict control. Drift chambers in the CMS
detector �Fig. 1� are piled modular structures joined together by a
structural adhesive. They comprise several multilayers and a ri-
gidizer panel �Fig. 2�. Every multilayer consists of four drift tubes
layered over one another. The cells in a layer are rotated half their
width, in relation to their closest neighbor.

A layer consists of a flat set of drift cells, with two aluminum
plates on either side, and parallel aluminum beams at intervals. A
drift cell is the volume between two consecutive beams of the
same layer �Fig. 3�.

The CMS detector is compact, and heat is generated by the
detection electronics inside it. This heat has to be extracted in
order for the detector to function correctly.

This paper details the design and manufacture of a prototype
drift chamber that can measure its own thermal conductance and
determine the need for a forced cooling device in the CMS detec-
tor. The measurements gathered from this prototype have also
been used to assess the precision of the drift chambers in the CMS
detector.

The electronics associated with drift chambers, in particular, the
amplifiers, generate an intense flow of heat that must be extracted.
It is estimated that the front-end electronics �Fig. 4� generate 50
mW per channel. The power of all associated electronics generate
up to 100 mW. The largest chambers in CMS have a thousand
channels, therefore, one such chamber dissipates 100 W �1,2�.

Not only may thermal expansion disrupt the performance of the
detector, but this heat may also affect the mechanical structure, as
it is comprised of different modules joined together with adhesive
�araldite 2012�. This adhesive looses its mechanical properties at
between 200°C and 300°C �3�.

2 Description
The complexity of the thermal behavior of the honeycomb-like

modules and the layered structure makes it difficult to either cal-
culate or estimate theoretically the overall conductance of the drift
chambers. Therefore, a method was devised, designed to enable
the measurement of heat conductance with adequate precision.
The experimental device, as shown in Fig. 5, consisted of the
following.

• Two prismatic and sealed reservoirs made of aluminum.
They measured 400�400�50 mm3 and had two holes for
the inlet and outlet of water. Each one had six temperature
sensors AD592AN �4� located on one side �Fig. 6�, and were
installed on an aluminum base �Fig. 7�. The sensors were
accurate to within 0.35°C.

• Two multilayers made of four layers, each with nine 40
�10 mm2 drift cells. One was made with 40 beams fixed
with isolating strips all along both sides. The other had no
isolating strips.

• A prismatic honeycomb aluminum rigidizer measuring 400
�400�50 mm3. Four isolating polystyrene plates of 50
mm, two measuring 400�400 mm2, and a further two of
400�500 mm2. The fully assembled experimental model—
excluding the isolating plates—is shown in Fig. 8. The two
isolating plates not shown were placed on the front and

1Corresponding author.
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back. These plates also covered the top and bottom of the
device in order to make the system adiabatic.

3 Method
The experiment measured the temperature change over time

when the reservoirs were filled with water at different
temperatures—T1 and T2. Heat flowed from the hotter reservoir to
the cooler one until the temperatures were the same.

Hot �A� and cool �B� reservoirs are shown schematically in Fig.
9. Using Fourier’s law �5�, the expression for thermal jump is

T1 − T2 = e−�t �1�
where

� =
2�

C
�2�

and

� =
kA

L
�3�

where � is the total thermal conductance, k is the thermal conduc-
tivity, A is the cross section, L is the length, C is the heat capacity,
and t is the time. This thermal capacity C was estimated using the
known masses of water and aluminum �7.647�0.001 kg and
0.428�0.001 kg, respectively�, and their tabulated specific ther-
mal capacities �6�: cp water=4.18 kJ /kg K and cp Al.=0.897 kJ /
kg K.

The experiment was designed to establish the conductance of
the different modules and their combinations by measuring the

Fig. 2 MB2 type drift chamber mounted in CMS

Fig. 3 Cross section of a multilayer. The plates and the beams
are the boundaries of the drift cells, which are full of air.

Fig. 4 Front end electronics instrumentation

Fig. 5 Modules of the prototype

Fig. 6 Location of the sensors in the reservoirs

Fig. 7 Sensor module

Fig. 8 Assembled experimental device
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temperatures of the water reservoirs at different times �t�. Initially,
a reservoir was filled with hot water �50°C�, and the other with
fresh water.

Equation �1� shows a typical decreasing exponential evolution,
and therefore, the jump in temperature is a sloping straight line −�
�2� when shown using a logarithmic scale for the ordinates. Using
the �standard and well-known� mean squares method to determine
the slope, a precise calculation of the conductance can be
achieved for the individual modules, and ultimately for the whole
system �3�, as shown in Fig. 10. This last combination is similar to
that of a chamber in the CMS detector.

3.1 Calibration. In order to calibrate this device, the conduc-
tance of the reservoirs, including conduction and convection, was
ascertained by joining them together �Fig. 11�. Having completed
this calibration, the units were separated, and the experiment was
carried out, following standard procedures. The thermal resis-
tance, calculated as the inverse of the conductance, can then be
used to calculate the conductance of the modules and the chamber.

Figure 12 shows both the jump in temperature and the mean
temperature in a logarithmic scale versus time. Ideally the mean
temperature should remain constant. In fact, it slightly decreases
because the system is not entirely adiabatic—there is a small heat
flow through the isolation plates. Thus, a precision of less than 2%
is assured.

The conductance may be calculated using Eq. �2�, where � is
the slope from Fig. 12, and can be written as

ln�T1 − T2�
t2 − t1

= � �4�

The results were

� = 4.20 � 0.07 � 10−4 S−1

and the total conductance

� = 6.79 � 0.12 W/ ° C

for the reservoirs.

3.2 Conductance of the Modules. Figure 13 shows the elec-
trical circuit analog to the system when measuring the conduc-
tance of a modulus. R0 is the thermal resistance of the reservoirs
and RM is the resistance of the modulus being tested.

Figure 14 shows the thermal jump versus time for a modulus
�with and without isolating strips� and for the honeycomb ri-
gidizer spacer. The resulting values of these three tests are shown
in Table 1. The heat capacity of the modules has been calculated
separately for each of the different components that they
comprise.

The effect of the isolating strips clearly shows a fourfold de-
crease in the thermal conductance of the modulus. Partly, as a
result of this, the isolating strips were entirely removed from the
final design condition.

After the conductance of each module was established, the
overall conductance of a chamber in CMS was calculated, which
is composed of three modules without isolating strips and two
honeycomb rigidizer spacers. This can be written as

1

�c
=

3

�SA
+

2

�H
�5�

Fig. 9 Schematic diagram showing the heat flow

Fig. 10 Cross section of the prototype in the experimental
device

Fig. 11 Device for measuring the conductance of the thermal
reservoirs
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where �c is the total conductance of the chamber.
Using the values in Table 1, the total conductance of the cham-

ber was found to be

�C = 0.59 � 0.02 W/ ° C

As the effective area for the heat flow was 400.0�400.0 mm2,
the specific conductance can be calculated as the ratio between the
total conductance and area, giving

� = 3.71 � 0.15 W/ ° C m2

4 Application to the CMS Thermal Design
The whole thermal gradient in the CMS detector can be deter-

mined using the results of these experiments. The CMS diameter
is 15 m. The muon chambers are placed in layers around the
vacuum tube where the beams travel �Figs. 15–17�.

By assuming that the layers of chambers are concentric around
the point of interaction, Fig. 17 acts as an accurate representation
of the drift chamber.

The dimensions of the chambers in the four layers are different,
as shown in Table 2. They are called MB1, MB2, MB3, and MB4,
respectively �Fig. 17�.

The design of the analog circuit is shown in Fig. 18. The heat
flow through S1 at every MB1 chamber can be estimated as

Fig. 12 ln„T1−T2… and ln„T1+T2… versus time in the calibration with the reservoirs

Fig. 13 Scheme of the system when measuring the conduc-
tance of a module

Fig. 14 Temperature jump versus time for a module with iso-
lating strips between the aluminum beams and the plates, for a
module without isolating strips and for a module with a honey-
comb spacer

Table 1 Total conductance of the different modules

Module
Total conductance

�W / °C�

Multilayered module without isolating strips �SA=3.9�0.1
Multilayered module with isolating strips �CA=1.01�0.03
Honeycomb rigidizer spacer �H=2.19�0.06

Fig. 15 Front view of the CMS detector
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Q1 = P · S1 �6�

where P is the thermal power per unit surface of the chamber and
�T1 is the temperature jump across the MB1 chamber. The heat
flows for chambers MB2, MB3, and MB4 can be estimated in the
same way as

Q2 = P · S2 �7�

Q3 = P · S3 �8�

Q4 = P · S4 �9�
The total temperature jump is given by

�T = �T1 + �T2 + �T3 + �T4 �10�
where

�T1 = P/2� �11�

�T2 = P/��S1/S2 + 1
2� �12�

�T3 = P/��S1/S3 + S2/S3 + 1
2� �13�

�T4 = P/��S1/S4 + S2/S4 + S3/S4 + 1
2� �14�

With a dissipated power of 100 W per chamber, and taking into
account a transfer surface in a chamber of 2.5�2.5 m2, the fol-
lowing value is obtained:

P = 16.0 � 0.2 W/m2

As the transfer surface for a type of chamber can be estimated to
be Si=2�RiZ, where Z is the common length �2.5 m each�, and Ri
is the distance from the point of interaction �PI� to the chamber, as
defined in Fig. 16. The resulting temperature jump will be �T
=25�1°C.

This temperature jump is too high for a detector and indicates
the need for a forced cooling system. Finally, a system, based on
water pipes, was selected as it has been successfully proven in
previous detectors, e.g., L3 at LEP.

5 Conclusions
The isolating strips had a great effect on thermal conductance,

reducing it fourfold, and were eventually discarded.
Dissipation of heat by natural convection in air is not possible

due to the compactness of the detector. Furthermore, the excessive

Fig. 16 Scheme of the drift chambers arranged in the CMS

Fig. 17 Position of the drift chamber in a cross section of the
CMS

Table 2 Dimensions of the drift chambers in CMS †7‡

Sector
X

�mm�
Y

�mm�
Z

�mm�

MB1 station All 1990 290 2536
MB2 station All 2450 290 2536
MB3 station All 3030 290 2536
MB4 station Average 290 2536

Fig. 18 Analog scheme for the heat flows in CMS
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thermal gradient produced by the system has been demonstrated.
These factors make clear the need for a forced cooling system.

Nomenclature
A 	 cross section
C 	 heat capacity

cp water 	 specific thermal capacity of water
cp Al 	 specific thermal capacity of aluminum

k 	 thermal conductivity
L 	 length
P 	 thermal power per unit surface of the chamber

Qi 	 heat flow through Si at every MBi chamber
R0 	 thermal resistance of the reservoirs
RM 	 thermal resistance of the modulus being tested
Si 	 surface of chamber MBi
T 	 temperature

�Ti 	 temperature jump across the MBi chamber
�T 	 total temperature jump across the MBi

chamber
t 	 time

�=2� /C 	 rate of variation in the temperature with time
� 	 total thermal conductance

�c 	 total conductance of the chamber
�SA 	 total conductance of the multilayered module

without isolating strips
�CA 	 total conductance of the multilayered module

with isolating strips
�H 	 total conductance of the honeycomb rigidizer

spacer
� 	 specific conductance
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Thermohydraulics of Laminar
Flow Through Rectangular and
Square Ducts With Axial
Corrugation Roughness and
Twisted Tapes With Oblique Teeth
The heat transfer and the pressure drop characteristics of laminar flow of viscous oil
�175� Pr�538� through rectangular and square ducts with combined internal axial
corrugations on all the surfaces of the ducts and with twisted-tape inserts with and
without oblique teeth have been studied experimentally. The axial corrugations in com-
bination with both twisted tapes with and without oblique teeth have been found to
perform better than either axial corrugations or twisted-tape inserts acting alone. The
heat transfer and the pressure drop measurements have been taken in separate test
sections. Heat transfer tests were carried out in electrically heated stainless steel ducts
incorporating uniform wall heat flux boundary conditions. Pressure drop tests were car-
ried out in acrylic ducts. The flow friction and thermal characteristics are governed by
duct aspect ratio, corrugation angle, corrugation pitch, twist ratio, space ratio, length,
tooth horizontal length and tooth angle of the twisted tapes, Reynolds number, and
Prandtl number. Correlations developed for friction factor and Nusselt number have
predicted the experimental data satisfactorily. The performance of the geometry under
investigation has been evaluated. It has been found that based on constant pumping
power, up to 45% heat duty increase occurs for the combined axial corrugation and
twisted-tape insert case compared with the individual axial corrugation and twisted-tape
insert cases in the measured experimental parameters space. On the constant heat duty
basis, the pumping power has been reduced up to 30% for the combined enhancement
geometry than the individual enhancement geometries. �DOI: 10.1115/1.4001313�

Keywords: Augmentation, enhancement, forced convection, laminar, axial corrugation,
twisted-tape inserts, oblique teeth

1 Introduction

Three-dimensional corrugated channels are used in plate-type
heat exchangers and rotary regenerators. The corrugated channel
geometry is specified by corrugation angle and corrugation pitch.
Typically sinusoidal channels are used. Figure 1 shows the corru-
gation in the four walls of the square crosssection duct. The effect
of corrugation angle was investigated by a number of investiga-
tors �1,2�. The electrochemical technique was used in Ref. �1� to
obtain the mass transfer coefficient. The corrugation angle ranged
from 0 deg �corresponding to parallel straight duct of sinusoidal
cross section� to 90 deg �corrugations normal to the main flow�.
Both friction factor and Nusselt number increase monotonically
up to the corrugation angle 80 deg. Beyond 80 deg, they decrease
slightly and approach the values of a two-dimensional corrugated
channel. Focke and Knibbe �3� have shown that at corrugation
angle 45 deg, the fluid flow is predominantly along the furrows.
On reaching the plate edge, the fluid streams are reflected and
return to the opposite plate edge along the furrows. Focke et al.
�1� suggested similar flow patterns up to corrugation angle 60 deg.
The reason for increase and decrease in the friction factor and

Nusselt number is the positive and negative interaction of criss-
crossing fluid streams inducing secondary swirl motion, change in
flow pattern, and accelerating or decelerating effect on them. The
complex interactions between the fluid streams lead to early tran-
sition to turbulence.

Stasiek et al. �2� investigated the effect of corrugation pitch to
channel height ratio. Local heat transfer coefficients were ob-
tained from liquid crystal thermography.

Abdel-Kariem and Fletcher �4� developed friction factor and
Nusselt number correlations.

For laminar regime,

Nu = 0.777 Re0.444 Pr0.4� �

45
�0.67

�1�

f = 15 Re−0.3� �

45
�2.5

�2�

Twisted tapes, as shown in Fig. 2, cause the flow to spiral along
the tube length. The tape inserts generally do not have good ther-
mal contact with the tube wall, so the tape does not act as a fin.

Continuous twisted-tape shown in Fig. 2�a� has been exten-
sively investigated. Variants of the twisted-tape that have been
evaluated include short sections of twisted tapes at the tube inlet
or periodically spaced along the tube length. Bergles and Joshi �5�
presented a survey of the performance of the different types of
swirl flow devices for laminar flow.
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To allow easy insertion of the tape, a clearance fit is maintained
giving quite small heat transfer from the tape. The blockage
caused by the finite tape thickness increases the average velocity.
Marner and Bergles �6,7� showed that twisted tapes provide 300%
heat transfer enhancement for laminar flow over smooth tube
value.

Date �8� performed numerical predictions for the twisted-tape
in fully developed laminar flow for uniform wall heat flux with
constant fluid properties. Date’s analysis also shows that the Nus-
selt number increases with increasing Pr and Re, contrary to lami-
nar flow in plain tubes. Hong and Bergles �9� reported laminar
flow ethylene glycol experimental data and they developed a cor-
relation for predicting Nu. Date and Singham �10� developed em-
pirical power-law correlations to fit their numerical predictions of
the friction factor. Saha and Dutta �11� investigated the effect of
shortening the twisted-tape length for oil in laminar flow by in-
stalling a short length tape at the inlet end in their electrically
heated test section. As the tape length decreases, both friction
factor and Nusselt number decrease. They have observed little
improved thermohydraulic performance with short length twisted-
tape. Saha and Dutta �11� also tested twisted tapes having gradu-
ally decreasing pitches and they observed reduction in both fric-
tion factor and Nusselt number compared with those of uniform
pitch. Patil �12� investigated the effect of reducing the tape width
in laminar flow of a pseudoplastic power-law fluid under constant
wall temperature condition. The friction factor and the Nusselt
number decreased as the tape width decreased. They observed
worsening of thermohydraulic performance. Saha et al. �13�

Fig. 1 Square duct with internal axial corrugation

Fig. 2 Different types of twisted tapes: „a… full-length twisted-tape insert inside a duct,
„b… regularly spaced twisted-tape elements, „c… full-length twisted-tape with oblique
teeth, and „d… detail A of „c…
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showed that under certain circumstances, the segmented twisted
tapes perform better than the continuous twisted tapes.

Saha and Dutta �11� investigated the effect of number of tape
module in twisted-tape section in the segment twisted-tape geom-
etry for laminar flow of oil. They observed that significant reduc-
tions both in the friction factor and the Nusselt number occur as
the number of twists increase from 1 to 2, but not further when the
number of twists increases from 2 to 3. Date and Saha �14� nu-
merically predicted the friction and heat transfer characteristics of
laminar flow in a circular tube fitted with regularly spaced
twisted-tape elements. The predictions reasonably agreed with the
experimental data of water �13�. More information on twisted
tapes may be obtained from Refs. �15–28�.

From the above discussion, it is observed that axial corruga-
tions and twisted tapes have been investigated, especially for the
circular tube. However, the combined effect of axial corrugations
and twisted-tape inserts has not been studied in the past; this is
particularly true for square and rectangular ducts. The helical fluid
flow due to axial corrugations coupled with twisted-tape-
generated swirl flow is likely to give larger swirl intensity and
vortex in the flow. Also there may be enhanced fluid mixing with
increased heat and momentum diffusion. This may increase heat
transfer even if it may also give increased pressure drop. In this
paper, therefore, the combined effect of axial corrugations and
twisted-tape inserts in circular ducts, square, and rectangular ducts
has been comprehensively studied experimentally. The heat trans-
fer and friction characteristics have been presented. Friction factor
and Nusselt number correlations have been presented. Also the
performance of this combined geometry has been evaluated.

2 Description of the Experimental Setup
A schematic diagram of the experimental setup is shown in Fig.

3. The setup consisted of �i� a storage tank in which the working
fluid was stored, �ii� a working fluid circulating loop, �iii� test
section, �iv� calming section, �v� an accumulator, �vi� a cooling
water supply system �necessary for the heat transfer tests only�,
and �vii� a mixing chamber �necessary for the heat transfer tests
only�. The working fluid, viscous oil, was circulated through the
loop by a gear pump �item 2 in Fig. 3� driven by a 1.5 kW electric
motor. The working fluid was stored in a storage tank �item 1 in

Fig. 3� of 0.07 m3 capacity. The storage tank was a rectangular
box made of mild steel. Its length, breadth, and height were 0.9 m,
0.395 m, and 0.5 m, respectively. The level of the fluid in the
storage tank was indicated by a glass level indicator.

For the heat transfer tests, the working fluid was heated by two
2 kW heaters in the storage tank. The heaters were connected
through autotransformers so that the heating rate could be ad-
justed and the fluid could be heated to the desired temperature
level. The working fluid passed through one of the three rotame-
ters �items 5–7 in Fig. 3�, the calming section �item 8 in Fig. 3� to
allow the velocity profile to develop fully at the entry to the test
section �item 9 in Fig. 3� where the heat addition took place, a
mixing chamber �item 10 in Fig. 3� for thorough mixing of the
fluid, a heat exchanger coil �item 11 in Fig. 3� for the removal of
heat, and a weighing platform �item 12 in Fig. 3� before the fluid
returned to the reservoir. An accumulator �item 3 in Fig. 3� in the
circulating loop limited the fluctuation of the pressure. A pressure
gauge �item 4 in Fig. 3� indicated the delivery pressure of the
pump.

Three heat transfer test sections were smooth 18/8 stainless
steel ducts �made of sheets by soldering� having width�depth
= �1�13�13 mm2 �square duct, AR=1, Dh=13 mm�, �2� 13
�26 mm2 �rectangular duct, AR=0.5, Dh=17.33 mm�, and �3�
13�39 mm2 �rectangular duct, AR=0.333, Dh=19.50 mm�. All
the test sections had a length of 2 m. The test sections were heated
electrically by wrapping uniformly two nichrome heater wires �20
gauge and 1.6 � /m� of identical length in parallel. The resistance
of each wire was 30.275 �. The heater wires of each test section
were connected through autotransformers. The power supplied to
each of the test sections was measured by calibrated watt meters
and this was cross-checked by measurements with digital voltme-
ter and ammeter. Porcelain beads on the heater wires ensured that
the heater wires were electrically insulated from the test sections.

The inlet and outlet bulk fluid temperatures to the test sections
were measured accurately by thermocouples placed in wells 5 cm
upstream from the inlet and 20 cm downstream from the outlet of
each test section. The fluid was assumed to have uniform tempera-
ture along the cross section at the inlet of the test channel. The
mixing chamber at the exit of the test section was meant for thor-
ough mixing of the circulating fluid. It consisted of a rectangular

Fig. 3 Schematic of the experimental setup
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box of mild steel with rectangular plates arranged inside in such a
fashion that the working fluid moved in a tortuous path to give a
uniform temperature across the cross section. In addition, five
mixing baffles made out of brass sheet were mounted on a thin rod
at fixed intervals and inserted into the duct just prior to the inlet of
the mixing chamber. Each brass sector occupied about 3

4 of the
cross-sectional area of the duct. A copper duct of length 2.25 m
was used as the calming section. The calming section ensured that
a fully developed velocity profile was obtained at the entrance to
the test section.

In order to reduce axial conduction of heat at the ends of the
test sections, Teflon spacer disks of thickness 3 cm each were used
on either side of the test sections. The spacers were bored and
finished to match the test section dimensions. Teflon bushes fixed
at pitch circle holes of the M.S. flanges eliminated metal to metal
contact and minimized heat loss by conduction. Thus the test sec-
tion was thermally insulated from rest of the ducting.

Each test section had 28 thermocouples brazed at seven axial
positions on the outer surface of the duct wall to measure its
temperature. The axial positions of the thermocouples from the
onset of heating along the downstream direction were 0.05 m, 0.5
m. 1.00 m, 1.25 m, 1.50 m, 1.75 m, and 1.95 m, respectively. At
each axial position, four thermocouples were placed at the middle
of the edges. It may be noted that more thermocouples were lo-
cated in the second half of the duct where the temperature profile
was likely to be fully developed. Axial grooves 6 mm long, 1.5
mm wide, and 0.6 mm deep were cut at each thermocouple loca-
tion on the outer surface of the duct to facilitate brazing of the
thermocouples. The thermocouple wires were covered with plastic
sleeve except for the first 12 cm near the duct wall where there
were fine porcelain beads to withstand the high temperature of the
wall. All the thermocouple wires at each axial position were
bunched together and those were taken out radially and connected
to a selector switch box. Each test section duct was first wrapped
with glass fiber tape over which the heater wires with porcelain
beads on them were wound. It was then covered with a layer of
asbestos rope, which in turn was insulated with glass wool of
thickness 120 mm to minimize heat loss in the radial direction.

The circulating fluid was cooled by water in a coil-in-shell heat
exchanger. The shell was a cylindrical drum, 0.34 m in diameter
and 0.40 m long, made of M.S. sheet. It had two openings—one at
the bottom for coolant inlet and the other at the top for coolant
outlet. The working fluid passed through a copper tube 10 mm i.d.
12 mm o.d. and 18 m long, made into two coaxial coils having
0.31 m and 0.25 m pitch circle diameters. To augment the heat
transfer coefficient between the coolant and the outer surface of
the duct, the velocity of the coolant past the tube coils was in-
creased by putting a closed empty cylinder drum �30 cm long and
22 cm diameter� coaxially. Thus the copper tube coils were effec-
tively placed in the annular space between the inner cylinder drum
and the outer shell. The base of the inner drum was welded to
three small pieces of rods, which were in turn welded to the bot-
tom of the shell. The gaps between the shell and the inner drum at
the top and bottom were equal and allowed coolant to flow with-
out much pressure drop.

The cooling water supply system consisted of a reservoir, a
centrifugal pump, an overhead tank, a rotameter, a bypass line,
and a line from the overhead tank to the heat exchanger. Water
from the reservoir was continuously pumped into the overhead
tank at a rate slightly higher than the supply rate to the heat
exchanger by regulating a bypass valve. The overflow line main-
tained the level of water in the overhead tank constant. The cool-
ing water flow rate to the heat exchanger through a rotameter was
regulated by a valve.

The working fluid circulating loop had three rotameters to
cover a wide range of flow rates. These rotameters gave a measure
of the flow rate and accordingly valves were adjusted to get ap-
proximately the desired flow rate. However, the actual flow rate
was measured by collecting the working fluid in a container

placed on the platform of a weighing machine, which had a reso-
lution of 0.001 kg. The time of collection was recorded by a stop
watch �resolution of 0.1 s�. The whole pipeline through which the
working fluid passed was covered with glass wool; special care
was taken in insulating the calming section and the test section.

On the delivery side of the pump, an accumulator was fixed to
the pipeline through a gate valve to minimize the pressure fluc-
tuation. This ensured the uniform flow rate of the working fluid.
The accumulator was cylindrical in shape and it was made from
M.S. sheet. It was 0.35 m in length and 0.20 m in diameter. A
pressure gauge fitted to the pipeline next to the accumulator
showed the delivery pressure of the pump. The bypass valve in the
working fluid loop was adjusted so that the delivery pressure of
the pump did not exceed the designed working pressure of the
pump.

The thermocouples used for measuring the temperatures were
of 34 gauge copper-Constantan wire. They were fabricated from a
single roll and the wire was calibrated at the ice point and the
steam point. The thermocouples were connected to a 36 point
selector switch box, which in turn was connected to a digital
multimeter and a single cold junction at 0°C. The rotameters were
also calibrated.

The pressure drop test sections were smooth acrylic ducts
�made of sheets using adhesive�, 3.05 m long and cross sections
identical to those of heat transfer test sections. In each pressure
drop channel, 12 pressure taps along the top ribbed wall were
made of 30 mm long, 4.5 mm o.d. pieces of acrylic tubes for static
pressure drop measurement. Pressure taps were at distances of
1.19 m, 1.26 m, 1.33 m, 1.40 m, 1.47 m, 1.54 m, 2.60 m, 2.67 m,
2.74 m, 2.81 m, 2.88 m, and 2.95 m from the upstream end of the
pressure drop test channels. Pressure drops in the test channel
were measured by using vertical U-tube mercury manometer.
Threads were cut on a lathe on one end of the taps and the drilled
holes on the test sections were threaded internally by “0” BA taps.
The threaded portion of each pressure tap was covered with Teflon
tape before this was inserted into a tapped hole on the duct wall to
prevent leakage. Additionally, rigidity on the taps was ensured by
using Araldite. The pressure taps were connected by flexible PVC
tubing to a U-tube Hg manometer. Brass corrugations were fixed
�by adhesive in pressure drop test acrylic channels and by brazing
in stainless steel heat transfer test channels� periodically in line on
the top, bottom, and two side walls of whole length of each chan-
nel in a required distribution. Twisted-tape inserts were made of
stainless steel sheet and rod. The twist ratio was 2.5, and the space
ratio was 2.5. Corrugation angles were 30 deg and 60 deg. The
nondimensional lengths of the twisted tapes were 0.5 and 1. The
nondimensional corrugation pitches P /e were 2.0437 and 5.6481,
and the twisted-tape nondimensional tooth horizontal lengths were
0.01538 and 0.03077. The twisted-tape tooth angles were 10 deg
and 30 deg. Figures 4 and 5 show the corrugated channel and the
twisted tapes.

Fig. 4 Square corrugated duct connected with end flange
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3 Operating Procedure and Data Reduction
After the experimental setup was assembled, the storage tank

was filled with the working fluid so that both the heaters �item 13
in Fig. 3� were immersed in oil. The loop was then checked for
leaks. Preliminary experiments were carried out to check the reli-
ability of the thermocouples. Heaters in the oil reservoir were
switched on and oil was pumped through the test section without
any heat input to it. The cooling water was circulated through the
heat exchanger. When the steady state was reached after a few
hours, all the thermocouple readings were taken and those were
found to match with each other within a few microvolts.

In an experimental run, the gear pump was switched on and the
heat input to the storage tank was set to the desired level to bring
the oil to a predetermined temperature. The oil flow rate was
controlled to the desired value by adjusting the valves; the ap-
proximate flow rate was obtained from the rotameter. The heaters
to the test sections were then switched on and the required heat
input was supplied by adjusting the autotransformers. During the
experiments, only some predetermined heat inputs were supplied
in order to get some particular values of heat flux. The cooling
water pump was switched on and the valve controlling the flow of
water to the heat exchanger was operated to give the desired flow
rate. The bypass valve was also adjusted so that water trickled
down the overflow line continuously and the water level in the
overhead tank remained constant. The oil temperature at the inlet
to the test section was controlled by adjusting the heat input to the
reservoir and the cooling water flow rate to the heat exchanger.

A steady state was usually obtained after 5–6 h. In this state, all
the thermocouple readings were noted. The mass flow rate was
measured by collecting the fluid in a container placed on the plat-
form of a weighing machine for 1 min. The power input to the test
section was obtained from calibrated watt meters and this was
cross-checked by the measurements with voltmeter and ammeter.

Before the measurements were taken, the test section was freed
from air-bubbles.

The net heat input q1 �=V2 /R� to the fluid was determined from
the electrical energy input to the system. The enthalpy rise q2 of
the fluid was calculated from the equation

q2 = ṁCp�Tbo − Tbi�

The set of data taken in a run was accepted only if the difference
between the net heat input q1 and the enthalpy rise q2 was less
than 3%. In such a case, the actual heat input to the test section
was taken as the average of q1 and q2.

The bulk temperature of the fluid at any axial position at a
distance z from the inlet was computed by assuming a linear tem-
perature variation along the length. The duct inner wall tempera-
tures were determined from the measured values of the outer wall
temperature by applying the one dimensional heat conduction
equation.

The circumferentially averaged inner wall temperature �Twi� at
any axial position was taken as the arithmetic mean of the inner
wall temperatures at that axial position. The heat transfer coeffi-
cient �hn� at any axial position was determined from the heat flux
based on the inner surface area, the average inner wall tempera-
ture, and the calculated fluid bulk mean temperature at that axial
position:

hn = q�/�Twi − Tb�

Nun,n=1,2,. . .,7 = �hn,n=1,2,. . .,7Dh�/kn,n=1,2,. . .,7

The local Nusselt numbers were axially averaged by trapezoidal
rule. The first two local values were averaged from the upstream
end. Thereafter, this average value was used to average with the
third local value. This marching procedure was followed until the
extreme downstream end local value was reached.

Thermocouples were placed in the small gap length of about
2–3 mm between two successive turns of the heater wire. The
properties of the fluid were evaluated at the mean bulk tempera-
ture.

An uncertainty analysis �29� carried out showed that, in the
worst case, the uncertainties involved in the estimation of friction
factors were within �6% and those involved in the estimation of
Nusselt number were within �5%. In majority of the data, the
uncertainties were much less.

4 Results and Discussion
In this section, the results of the present investigation are pre-

sented and discussed. The experimental setup was validated by the
present heat transfer and pressure drop data for the plain circular
and square ducts with the standard data, Figs. 6 and 7.

4.1 Pressure Drop Results. Laminar flow is a relatively com-
plex subject because the flow is influenced by the following con-
ditions: �1� the thermal boundary condition, �2� entrance region
effects, �3� natural convection at low Reynolds number, �4� fluid
property variation across the boundary layer, and �5� the duct
cross-sectional shape. Furthermore, the local Nusselt number will
be different for simultaneously developing velocity and tempera-
ture profiles, as compared with a fully developed velocity profile.

In the present case of the corrugated and twisted-tape inserted
noncircular ducts, the flow is very complicated and the flow dy-
namics is not easily amenable to numerical solution. Therefore,
the present experimental data have been generated and are pre-
sented in this section. Early transition to turbulence and the tur-
bulent flowlike behavior has been observed. It may be mentioned
here that, in the present experiment, the differential pressure drop
has been measured at points far removed from the tube entrance
where entry-length problem does not exist.

4.2 Effect of Duct Aspect Ratio. Laminar velocity and tem-
perature profile solutions have been obtained for the fully devel-
oped flow case for smooth square ducts and rectangular ducts of
different aspect ratios. The applicable equation of motion for
steady, constant-property, fully developed flow with no body
forces can be readily deduced from the Navier–Stokes equation.
By assuming axial pressure gradient, a constant over the flow
cross section, the equation can be solved by various procedures,
including numerically. In most cases the shear stress will vary
around the periphery of the tube, but if a mean shear stress with
respect to peripheral area is defined, and this is the stress needed
to calculate pressure drop, a friction coefficient is defined. Fully
developed friction coefficients for the family of rectangular ducts,
extending from the square to flow between parallel plates, have
been plotted. However, all these plots are for smooth tubes.
The energy equation can also be solved for smooth tube. The
duct geometry in the present investigation is, however, very com-
plicated and the thermal-flow dynamics is very involved. The

Fig. 5 Full-length, short length, and regularly spaced twisted-
tape elements with and without oblique teeth
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theoretical analysis of the present thermal-flow situation is almost
impossible. Therefore, the experimental data is generated.

Irrespective of the corrugation pitch and corrugation angle, the
friction factor is the minimum for circular duct and it increases,
although not very much, for noncircular duct as the duct aspect
ratio decreases �AR�1�. This is true for all short length, full-
length, and regularly spaced twisted-tape elements, as shown in
Fig. 8.

4.3 Effect of Corrugation Angle and Corrugation Pitch.
Three-dimensional corrugated channels are used in plate-type heat
exchangers and rotary regenerators. Typically sinusoidal channels
are used. Both heat transfer and pressure drop increase monotoni-
cally up to a certain corrugation angle. Beyond that value, they
decrease slightly and approach the values of a two-dimensional
corrugated channel. Up to a certain low value of corrugation
angle, the fluid flow is predominantly along the furrows �3�. On

reaching the corrugation edge, the fluid streams are reflected and
return to the opposite edge along the furrows �1,3�. Two sets of
criss-crossing induce secondary swirling motions due to the ve-
locity component of the fluid moving along the opposite furrows
in a direction perpendicular to the furrow. For lower corrugation
angle, the interaction between fluid streams is positive, i.e., each
of the crossing streams has a velocity component in the same
direction as the stream it crosses. For higher corrugation angle, the
interaction is negative, so that cross streams have a retarding ef-
fect on each other eventually leading to a change in flow pattern;
the reflection occurs and the flow forms a zigzag pattern causing
decrease in heat transfer and pressure drop. The complex interac-
tions between fluid streams lead to early transition to turbulence.

Irrespective of whether the duct is circular or noncircular with
AR�1, the effect of corrugation angle on friction factor is simi-
lar; this is true for all types of twisted tapes. As the corrugation

Fig. 6 Comparison of the present experimental friction factor data with the
correlation „validation of the experimental setup…

Fig. 7 Comparison of the present experimental Nusselt number data with
the correlation „validation of the experimental setup…
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angle increases, the friction factor increases. As the corrugation
pitch increases, the friction factor decreases, Figs. 9 and 10.

4.4 Effect of Twisted-Tape Tooth Angle and Tooth Hori-
zontal Length. Irrespective of whether the duct is circular or
noncircular with AR�1, the effect of twisted-tape tooth angle and
tooth horizontal length on friction factor is similar; this is true for

all types of twisted tapes. As the twisted-tape tooth horizontal
length and angle increase, the friction factor increases, Figs.
11–15. This is due to the increased fluid mixing of asymmetric
velocity profiles and associated momentum loss of the fluid. How-
ever, the friction factor is a strong and a weak function of tooth
angle and tooth horizontal length, respectively.

The present experimental data compared well within �10%
with the experimental friction factor data, Eq. �2� of Abdel-
Kariem and Fletcher �4�, Fig. 16.

Fig. 8 Effect of Duct aspect ratio on friction factor short length
twisted-tape: tooth angle=10 deg, thl=0.03077; corrugation
angle=60 deg, P /e=2.0437

Fig. 9 Effect of corrugation angle on friction factor short
length twisted-tape: tooth angle=10 deg, thl=0.01538, P /e
=2.0437, AR=0.5

Fig. 10 Effect of corrugation pitch on friction factor short
length twisted-tape: tooth angle=10 deg, thl=0.01538; corruga-
tion angle=30 deg, AR=0.5

Fig. 11 Effect of tooth horizontal length on friction factor short
length twisted-tape: tooth angle=10 deg; corrugation angle
=60 deg, P /e=2.0437, AR=0.5

Fig. 12 Effect of tooth angle on friction factor short length
twisted-tape: thl=0.01538; corrugation angle=30 deg, P /e
=5.6481, AR=0.5

Fig. 13 Effect of tooth horizontal length on friction factor full-
length twisted-tape: tooth angle=10 deg; corrugation angle
=60 deg, P /e=2.0437, AR=0.5
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The results shown in Figs. 8–15 are explained by the fluid
mixing with associated momentum and pressure losses, secondary
flow, boundary layer separation, and flow reattachment with con-
sequent different velocity profiles.

4.5 Heat Transfer Results. For the present experimental situ-
ation, the heat transfer coefficient is not uniform along the corru-
gation and the twisted-tape, and exact agreement of theoretical
result and experimental data cannot be expected. Therefore, even
if the simplified theoretical solutions are obtained, the simulation
will not be the exact replica of the real-life situation. In the

present section, heat transfer results of the present investigation
are discussed. The effect of duct geometry and fin geometry on
heat transfer characteristics is generally similar to that in the case
of pressure drop results, Figs. 17–21. The results can be explained
by the fluid mixing with associated momentum and pressure
losses, thermal energy transport, secondary flow, boundary layer
separation, and flow reattachment with consequent different ve-
locity and temperature profiles.

In very few cases, anomalous behavior has been observed. This
is perhaps because of intertwined effects of too many parameters
on the complicated thermal and flow physics associated with ther-
mofluid dynamics.

The present experimental data compared well within �15%
with the experimental Nusselt number data, Eq. �1� of Abdel-
Kariem and Fletcher �4�, Fig. 22.

5 Correlations
Friction factor correlation and Nusselt number correlation have

been developed by log-linear regression analysis. The correlations
predict 97% experimental data within �11%, Figs. 23 and 24. The
correlations are as follows:

• Short-length twisted-tape and full-length twisted-tape and
axial corrugation.

Fig. 14 Effect of tooth angle on friction factor full-length
twisted-tape: thl=0.01538; corrugation angle=30 deg, P /e
=5.6481, AR=0.5

Fig. 15 Regularly spaced twisted-tape elements: effect of
tooth angle on friction factor; corrugation angle=30 deg, P /e
=2.0437, thl=0.01538

Fig. 16 Comparison of present experimental friction factor data with the
experimental friction factor data, Eq. „2… of Abdel-Kariem and Fletcher †4‡

Fig. 17 Effect of duct aspect aspect ratio on nu short length
twisted-tape: tooth angle=10 deg, thl=0.01538; corrugation
angle=30 deg, P /e=2.0437
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-length twisted-tape
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-length twisted-tape
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l=1 for full-length twisted-tape.
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0.186e0.512 sin �� for full
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B = �1 + 0.3289�Re
�y
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0.2186e0.06239 sin �� for short
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• Regularly spaced twisted-tape elements.
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6 Performance Evaluation
Performance of the present duct geometry has been evaluated

based on the performance criteria defined by Bergles et al. �30�.
Bergles et al. �30� suggested several criteria for the performance
evaluation of enhancement devices. The performance of the
present geometry has been evaluated on the basis of the following
two important criteria:

• Criterion 1: Basic geometry fixed, pumping power fixed,
increase heat transfer, performance ratio R1

Fig. 19 Effect of corrugation pitch on Nu full-length twisted-
tape: tooth angle=10 deg, thl=0.01538; corrugation angle
=30 deg, AR=0.5

Fig. 18 Effect of corrugation angle on Nu full-length twisted-
tape: tooth angle=10 deg, thl=0.01538, P /e=2.0437, AR=0.5
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Fig. 20 Regularly spaced twisted-tape elements: effect of tooth angle on
Nu; corrugation angle=30 deg, P /e=2.0437, thl=0.01538

Fig. 21 Regularly spaced twisted-tape elements: effect of thl on Nu; corru-
gation angle=30 deg, P /e=2.0437, tooth angle=10 deg

Fig. 22 Comparison present Nusselt number data with the ex-
perimental friction factor data, Eq. „1… of Abdel-Kariem and
Fletcher †4‡

Fig. 23 Comparison of experimental friction factor data with
that predicted from correlation
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• Criterion 2: Basic geometry fixed, heat duty fixed, reduce
pumping power, performance ratio R2

R1 =
Nucttc

Nuott,oc

The subscript “cttc” refers to combined twisted-tape and corru-
gation. The subscripts “ott” and “oc” refer to only twisted tapes
and only corrugation, respectively.

Also

R2 =
�f Re3 Ac�cttc

�f Re3 Ac�ott,oc

On constant heat duty basis, the pumping power has been reduced
up to 30% for combined axial corrugations and twisted-tape in-
serts cases compared with individual axial corrugations and
twisted-tape inserts cases. On constant pumping power basis, up
to 45% heat duty increase has been observed, Table 1.

7 Conclusions
The heat transfer and the pressure drop characteristics of lami-

nar flow of viscous oil through rectangular and square ducts with
internal axial corrugations on all four surfaces of the ducts and
with twisted-tape inserts have been studied experimentally. Circu-

lar duct has also been used. The axial corrugations in combination
with twisted-tape inserts have been found to perform much better
than either axial corrugations and twisted-tape inserts acting alone
and the axial corrugation-twisted-tape inserts combination for
laminar flow heat transfer is recommended.
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Nomenclature
A 
 heat transfer area, m2

Ac 
 axial flow cross-sectional area, m2

Ao 
 plain duct flow cross-sectional area, =W ·D, m2

AR 
 aspect ratio=W /D, dimensionless.
Cp 
 constant pressure specific heat, J/kg K
D 
 depth of the duct cross section, m

Dh 
 hydraulic diameter of the test duct, =4Ao / P, m
d 
 nondimensional diameter of the rod connecting

two successive tape elements
d� 
 actual diameter of the rod=d ·Dh, m
f 
 fully developed Fanning friction factor= �1 /2�

���P� / ��V0
2���Dh /z�, dimensionless

g 
 gravitational acceleration, m /s2

G 
 mass flux= ṁ /Ac, kg /m2 s
Gr 
 Grashof number=g
�2Dh

3�Tw /	2,
dimensionless

Gz 
 Graetz number=ṁCp /kL, dimensionless
H 
 pitch for 180 deg rotation of twisted-tape, m
hz 
 axially local heat transfer coefficient,

W / �m2 K�
k 
 fluid thermal conductivity, W / �m K�

LT 
 length of twisted-tape, m
l 
 nondimensional twisted-tape length=LT /L,

dimensionless
L 
 axial length, length of the duct, m
ṁ 
 mass flow rate, kg/min

Num 
 axially averaged Nusselt
number=1 /L�0

L�hzDhdz /k�, dimensionless
�Pz 
 pressure drop, mm
�P� 
 pressure drop, N /m2

P 
 wetted perimeter in the particular cross section
of the duct, rib spacing, m

Fig. 24 Comparison of experimental Nusselt number data with
that predicted from correlation

Table 1 thl=0.01538, �=30 deg, „P /e…1=2.0437, „P /e…2=5.6481, �„1…=10 deg, �„2…=30 deg y=2.5, s=2.5: performance ratios R1
and R2

AR

cttc/ott cttc/oc

��1� �P /e�1 �P /e�2 ��2� �P /e�1 �P /e�2 ��1� �P /e�1 �P /e�2 ��2� �P /e�1 �P /e�2

1 R1 1.068 1.108 1.116 1.125 1.358 1.326 1.451 1.223
R2 0.915 0.931 0.955 0.816 0.828 0.819 0.701 0.811

0.5 R1 1.118 1.243 1.327 1.322 1.334 1.279 1.144 1.323
R2 0.933 0.856 0.574 0.758 0.813 0.791 0.951 0.847

0.333 R1 1.322 1.335 1.455 1.285 1.408 1.388 1.166 1.239
R2 0.766 0.812 0.718 0.816 0.711 0.755 0.921 0.867

Circular duct R1 1.216 1.151 1.288 1.188 1.169 1.146 1.347 1.258
R2 0.931 0.964 0.851 0.931 0.926 0.922 0.752 0.879
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Pr 
 fluid Prandtl number=	Cp /k, dimensionless
q1 
 electrical energy input to the system, W
q2 
 fluid enthalpy gain, W
q� 
 0.5 /�DhL�q1+q2�, W /m2

Ra 
 Rayleigh number=Gr·Pr
Re 
 Reynolds number based on plain duct diameter

= ��V0Dh� /	, dimensionless
S 
 space between two successive tape elements,

m
s 
 space ratio=S /Dh, dimensionless
T 
 temperature, K

�Tw 
 wall to fluid bulk temperature difference, K
thl 
 nondimensional tooth horizontal length, thl

= thl
� /H, dimensionless

thl
� 
 tooth horizontal length, m

Va 
 mean axial velocity=ṁ /�Ac, m/s
Vo 
 mean velocity based on plain duct diameter

= ṁ /�A0, m/s
W 
 width of the duct cross section, m
W 
 width of the duct cross section, m
y 
 twist ratio=H /Dh, dimensionless
X 
 Prn, the value of n depends on the exponent of

Pr in the correlation
Y 
 �	b /	w�−0.14�1 /4.364
z 
 axial length, the distance between the measur-

ing pressure taps, m

Greek Symbols
� 
 twisted-tape tooth angle, deg
� 
 corrugation angle, deg
	 
 fluid dynamic viscosity, kg/ms
� 
 density of the fluid, kg /m3

Subscripts
b 
 at bulk fluid temperature
h 
 hydraulic diameter
i 
 inlet

m 
 axially averaged
o 
 outlet
w 
 at duct wall temperature
z 
 local value
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Multi-Objective Optimization of
Heat Exchanger Design by
Entropy Generation Minimization
In the present work, a multi-objective optimization of heat exchanger thermal design in
the framework of the entropy generation minimization is presented. The objectives are to
minimize the dimensionless entropy generation rates related to the heat conduction under
finite temperature difference and fluid friction under finite pressure drop. Constraints are
specified by the admissible pressure drop and design standards. The genetic algorithm is
employed to search the Pareto optimal set of the multi-objective optimization problem. It
is found that the solutions in the Pareto optimal set are trade-off between the pumping
power and heat exchanger effectiveness. In some sense, the optimal solution in the Pareto
optimal set achieves the largest exchanger effectiveness by consuming the least pumping
power under the design requirements and standards. In comparison with the single-
objective optimization design, the multi-objective optimization design leads to the signifi-
cant decrease in the pumping power for achieving the same heat exchanger effectiveness
and presents more flexibility in the design process. �DOI: 10.1115/1.4001317�

Keywords: heat exchanger, heat and mass transfer, heat conduction, genetic algorithm
(GA)

1 Introduction
With the decline of storage capacity for fossil fuels, to use

energy sources efficiently is one of most effective ways to reduce
the energy demand. Heat exchangers are used to transfer thermal
energy between two or more media and widely applied to power
engineering, petroleum refineries, chemical industries, food indus-
tries, and so on. Hence, it is of great importance to improve the
performance of heat exchange devices by decreasing the unneces-
sary energy dissipation.

The performance evaluation criteria for heat exchanger are gen-
erally classified into two groups: the first is based on the first law
of thermodynamics; the second is based on the combination of the
first and second laws of thermodynamics. In recent decades, the
second group has attracted a lot of attention �1�. The heat transfer
in heat exchangers usually involves the heat conduction under
finite temperature difference, the fluid friction under finite pres-
sure drop and fluid mixing. These processes are characterized as
irreversible nonequilibrium thermodynamic processes. Inspired by
the minimum entropy production principle advanced by Prigogine
�2�, Bejan �3,4� developed the entropy generation minimization
�EGM� approach to the heat exchanger optimization design. In
this approach, Bejan �3� took into account of two types of the
irreversibilities in heat exchanger, namely, the transfer of heat
across the stream-to-stream temperature difference and the fric-
tional pressure drop that accompanies the circulation of fluid
through the apparatus. Therefore, the total entropy production rate

denoted by Ṡgen is the sum of entropy productions associated with
heat conduction and fluid friction. Bejan �4� demonstrated that
EGM may be used by itself in the preliminary stages of design, in
order to identify trends and the existence of optimization oppor-
tunities. Shah and Skiepko �5� discussed the relations between the
heat exchanger effectiveness and the temperature difference irre-
versibility for complex flow arrangements. Vargas et al. �6� devel-

oped an approach to optimizing the global performance of the
crossflow heat exchanger used in the environmental control sys-
tem of a modern aircraft, with the aim of minimizing the total
entropy generation rate of the installation. Based on the EGM,
Oğulatu et al. �7� analytically carried out an optimization design
of a crossflow plate heat exchanger, and examined the optimum
result by the experimental data. An optimization has been devel-
oped for the designs of crossflow plate-fin heat exchangers with
offset strip fins, which aims at minimizing the number of entropy
generation units for a specified heat duty under given space re-
striction in Ref. �8�. In Ref. �9�, the single-objective optimization
design of the shell-and-tube heat exchanger based on the EGM
was carried out by using the genetic algorithm �GA�, in which the
sum of entropy generations caused by heat conduction and fluid
friction was taken as the objective function. Mohamed �10� ana-
lyzed the heat transfer and fluid flow thermodynamic irreversibili-
ties in counterflow double pipe heat exchanger.

Note that the entropy generation rate usually changes with the
mass flow rate, heat transfer rate, and so on in a heat exchanger;
thus, for a fixed value of the entropy generation rate, it may cor-
respond to different heat transfer rates. In such a circumstance, it
is difficult to assess the performance of heat exchangers only in
terms of entropy generation rate. Therefore, it is necessary to non-
dimensionalize entropy generation rates for the heat exchanger
performance evaluation �1�. Various dimensionless entropy gen-
eration rates have been proposed. Among them, the most popular
one is obtained by nondimensionalizing the entropy generation
rate by the heat capacity flow rate �11�. The dimensionless entropy
generation rate defined in such a way is called entropy generation

number Ns= Ṡgen / ṁcp. For a balanced counterflow heat exchanger,
the following approximate expression for Ns was derived by Bejan
�3�:

Ns =
�2

4L

D
St�ReD,Pr�

+
R

cp

G2

�2�P
f�ReD�

4L

D
�1�

where �= �Tc,i−Th,i� /�Th,iTc,i �Th,i and Tc,i are the inlet tempera-
tures of the hot and cold fluids, respectively�, L is the path length,
D is the duct hydraulic diameter, ReD=4ṁ / ���D�, St is the Stan-
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ton number, which depends on Reynolds number and Prandtl
number �Pr�, f is the friction factor depending on the Reynolds
number, cp is the specific heat at constant pressure, P is the pres-
sure, � is the density, G is the mass flow rate, and R is the ideal
gas constant. The first term on the right side of Eq. �1� represents
the heat conduction irreversibility and the second term accounts
for fluid friction irreversibility. It is evident that the duct aspect
ratio �4D /L� has opposite influence on the heat conduction and
fluid friction irreversibilities. Therefore, there exists a best balance
point between the entropy generations caused by heat conduction
and fluid friction, respectively. This is one of the key points of the
EGM developed by Bejan �3�. However, the entropy generation
associated with fluid friction is normally negligible for liquid-to-
liquid heat exchangers in comparison with the entropy generation
induced by heat conduction, which will be discussed in detail in
Sec. 3.2. Thus, the single-objective optimization of heat ex-
changer design with the entropy generation number taken as the
objective function would lead to significant increase in pressure
drop. In order to eliminate this drawback of the single-objective
optimization of heat exchanger design and more appropriately ap-
ply the EGM approach, we attempt to develop a multi-objective
optimization of heat exchanger design, in which the dimensionless
entropy generation rates related to heat conduction and fluid fric-
tion are set to two separate objective functions. And the multi-
objective genetic algorithm is employed to search the Pareto op-
timal set, which theoretically represent the best trade-off between
the entropy generation rates caused by heat conduction and fluid
friction.

Finally, the method of nondimensionalizing entropy generation
rate by the heat capacity flow rate ṁcp causes some paradoxes
�12–14�. In an effort to resolve these paradoxes, a number of ways
for nondimensionalizing the entropy generation are proposed,
such as Q /Ta �15,16� �Q is the heat transfer rate, Ta is the ambient
temperature� and Q /Tc,i �Tc,i is the inlet temperature of cold fluid
in heat exchanger� �13�, the latter is employed to nondimension-
alize the entropy generation in the following discussion.

2 Thermal Calculation of Shell-and-Tube Heat
Exchanger

In the present section, the basic calculations of heat transfer and
pressure drop in shell-and-tube heat exchanger are presented.
Here, the shell-and-tube heat exchanger �as shown in Fig. 1�
serves as an example to exemplify the application of the multi-
objective optimization design since it is the most common type of
heat exchanger applied in thermal engineering. The multi-
objective optimization designs for other kinds of working fluids
and heat exchangers are followed in the similar way.

2.1 Heat Transfer Calculation. Under the usual assumptions
such as no longitudinal heat conduction, negligible potential and
kinetic energy changes, negligible heat transfer between the ex-
changer and its surroundings and so on �17�, the energy balance
equation for heat exchanger is written as

Q = �ṁcp�h�Th,i − Th,o� = �ṁcp�c�Tc,o − Tc,i� �2�

where Q is the heat transfer rate, ṁ is the mass flow rate, cp is the
specific heat of fluid at constant pressure and assumed to be con-
stant, T represents the temperature, the subscripts h and c refer to
the hot and cold fluids, respectively, the subscripts i and o refer to
the inlet and outlet of heat exchanger, respectively. The heat ex-
changer effectiveness is defined as the ratio of the actual heat
transfer rate to the possible maximum heat transfer rate �Qmax� as
follows �18�:

� =
Q

Qmax
�3�

The shell inner diameter is expressed as �19�

Ds = �1.1�n − 1�s + 3do �4�

where Ds is the shell inner diameter, n is the number of heat
exchange tubes, s is the tube pitch for the equilateral triangular
arrangement of tubes, do is the outer diameter of heat exchange
tube. According to the Bell–Delaware method, the shell-side heat
transfer coefficient can be expressed as follows �18�:

�s = jocp,s� ṁs

As
�� �s

�s,w
�0.14

Prs
−2/3 �5�

where ṁs is the shell-side mass flow rate, As is the crossflow area
at the centerline of shell for one crossflow between two baffles,
cp,s is the specific heat of the shell-side fluid, �s is the shell-side
fluid dynamic viscosity at bulk temperature, �s,w is the fluid dy-
namic viscosity at wall temperature, Prs is the shell-side Prandtl
number, and jo is heat transfer factor. For details about the Bell–
Delaware method, please refer to Refs. �18–20�.

For the case that the hot fluid is in the tube-side, the Dittus–
Boelter equation gives rise to the following expression of the
tube-side heat transfer coefficient �18�:

�t = 0.023
�

di
��tvtdi

�t
�0.8

Prt
0.3 �6�

where the part in brackets represents the tube-side Reynolds num-
ber denoted as Ret, di is the inner diameter of the heat exchange
tube, �t is the tube-side fluid density, �t is the tube-side fluid
dynamic viscosity at bulk temperature, Prt is the tube-side Prandtl
number, and vt is the tube-side flow velocity and can be calculated
by

vt =
4ṁt

�tn��di�2 �7�

where n is the number of heat exchange tube. From Eqs. �5� and
�6�, the total heat transfer coefficient based on the external surface
area of the heat exchange tube is written as

Ko = 	 1

�t
�do

di
� + rt�do

di
� +

�w

�w
�do

di
� + rs +

1

�s

−1

�8�

where �w is the wall thickness of the heat exchange tube, �w is the
wall thermal conductivity, rt and rs stand for the tube-side and
shell-side fouling resistances, respectively.

2.2 Pressure Drop Calculation. The total tube-side pressure
drop includes three parts: pressure loss along tube, pressure loss in
bend, and inlet and outlet pressure losses. Ignoring the second part
for the single tube pass, the total tube-side pressure drop is written
as �18,19�

	Pt = �4f t
L

di
� �t

�t,w
�−0.14

+ 1.5��tvt
2

2
�9�

where f t is the tube-side friction factor and L is the total length of
tube passes. For the heat exchanger with multiple passes, pressure
loss in elbows should also be taken into account.

According to the Bell–Delaware method, three correction fac-

Fig. 1 Diagram of a typical shell-and-tube heat exchanger
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tors are applied for the shell-side pressure drop �18,19�: correction
factor for bundle bypass effects Rb, correction factor for baffle
leakage effects Rl, and correction factor for unequal baffle spacing
at inlet and/or outlet Rs. In our calculation, the correction factors
are curved-fitted as follows �18�:

Rl = exp�− 1.33�1 + ps��plm
z �10�

with

z = �− 0.15�1 + ps� + 0.8� �11�

ps =
Ssb

Ssb + Stb
�12�

plm =
Ssb + Stb

Sm
�13�

where Ssb is the shell-to-baffle leakage area, Stb the tube-to-baffle
leakage area, and Sm the crossflow area at bundle centerline. The
expression for Rb is �18�

Rb = exp�− CbpFsbp�1 − pss
1/3�� �14�

where Cbp=3.7, Fsbp is the ratio of the bypass area to the overall
crossflow area, pss is the ratio of the number of sealing strips
�pairs� in one baffle to the number of tube rows in one crossflow
section. The equal baffle spacing at inlet and outlet is adopted in
the present work, so Rs=1 �19�. At last, the total shell-side pres-
sure drop is obtained as follows �18,19�:

	Ps = ��Nb − 1�	PbkRb + Nb	pwk�R1 + 2	PbkRb�1 +
Ncw

Nc
�Rs

�15�

where Nb is the number of baffles, 	Pbk is the pressure drop for an
ideal crossflow section, 	Pwk is the pressure drop for the ideal
window section, Ncw is the effective number of tube rows crossed
in the baffle window, and Nc is the number of tube rows in one
crossflow section. More detained information about the shell-side
pressure drop in the Bell–Delaware method can be found in Refs.
�18–20�. From Eqs. �8� and �9� the total pumping power can be
written as �21�

W =
1



� ṁt

�t
	Pt +

ṁs

�s
	Ps� �16�

3 Thermodynamic Optimization of the Heat Ex-
changer Design

3.1 Entropy Generation and Its Nondimensionalization.
The irreversible losses in heat exchanger are detrimental to the
performance of heat exchanger and can be quantified in terms of
entropy generation. By thermodynamic optimization, it means to
minimize the entropy generation. In heat exchanger the heat con-
duction under finite temperature difference and fluid friction are
two main irreversible factors to induce the entropy generation. In
the following, we first calculate the entropy generation rates re-
lated to these irreversible losses, and then the optimization design
of heat exchanger by EGM is discussed.

First, the entropy generation rate Ṡgen,	T caused by heat conduc-
tion in heat exchanger is expressed as follows �17�:

Ṡgen,	T =�
i

o � ṁcpdT

T
�

h,c
= �ṁcp�hln

Th,o

Th,i
+ �ṁcp�cln

Tc,o

Tc,o
�17�

Nondimensionalizing the entropy generation rate by the heat ca-
pacity flow rate ṁcp yields

Ns,	T =
Ṡgen,	T

ṁcp

�18�

Theoretically, when Ns,	T decreases, the irreversible losses in heat
exchanger are reduced and the performance of heat exchanger
should become better. While the reality is that with increasing the
heat exchanger effectiveness, Ns,	T first increases and reaches its
maximum value, then decreases, for a counterflow heat exchanger,
as shown in Fig. 2. Therefore, we cannot say that the smaller the
entropy generation, the better the heat exchanger performance is.
Bejan called this phenomenon the “entropy generation paradox”
�12�. In order to eliminate this paradox, Hesselgreaves proposed
another kind of nondimensionalizing method for the entropy gen-
eration rate as follows �13�:

Ns1,	T =
Tc,iṠgen,	T

Q
�19�

which is called the modified entropy generation number related to
the irreversible loss caused by the heat conduction in heat ex-
changer. Ns1,	T decreases monotonously with increasing the ex-
changer effectiveness as discussed by Hesselgreaves �13�. There-
fore, Ns1,	T avoids the entropy generation paradox.

For the incompressible fluid and under the nonadiabatic condi-
tion, the entropy generation rate related to fluid friction is ex-
pressed as follows �17�:

Ṡgen,	P = �ṁ
	P

�

ln�To/Ti�
To − Ti

�
h,c

=
	Pt

�t
ṁt

ln�Th,o/Th,i�
Th,o − Th,i

+
	Ps

�s
ṁs

ln�Tc,o/Tc,i�
Tc,o − Tc,i

�20�

For the case of ideal gas with constant specific heat, the entropy
generation contributed by pressure drop can be written as �22�

Ṡgen,	P = − �ṁR�hln
Ph,o

Ph,i
− �ṁR�cln

Pc,o

Pc,i
�21�

where R is the ideal gas constant. Thus, applying the same non-
dimensionalizing method as done to the entropy generation rate
caused by heat conduction yields

Ns1,	P =
Tc,iṠgen,	P

Q
�22�

which is the modified entropy generation number associated with
the irreversible loss induced by the fluid friction.

3.2 Single-Objective Optimization. In order to compare with
the multi-objective optimization of heat exchanger design, we first
discuss the single-objective optimization of heat exchanger design
based on the combination of EGM and GA. The total modified
entropy generation number Ns1 is defined as follows:

Fig. 2 Bejan’s entropy generation number versus the
effectiveness
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Ns1 = Ns1,	T + Ns1,	P �23�
And it is taken as the objective function in the single-objective
optimization design of shell-and-tube heat exchanger. The known
data for the heat exchanger design are documented in Table 1. The
working fluids on tube-side and shell-side are water in our con-
sideration. Equation �1� indicates that the geometric parameters of
the heat exchanger have significance influences on the entropy
generations due to heat conduction and fluid friction, in compari-
son with the nearly ideal heat exchanger represented by Eq. �1�
the practical heat exchanger discussed in this work is so compli-
cated that it is impossible to be simplified to two parameters, i.e.,
diameter and length, therefore more design variables are selected
and their ranges are as follows:

�1� The tube outer diameter do, its discrete values, and the cor-
responding tube pitches are listed in Table 2.

�2� The whole number of heat exchange tubes n ranging from
50 to 550.

�3� The ratio of the baffle spacing to the shell inner diameter
Bs varies between 0.2 and 1.0.

�4� The central angle of baffle cut � ranging from 1.8546 to
2.9413 in radians.

The constraint conditions for the heat exchanger design are as
follows:

�1� length-diameter ratio is between 6 and 10
�2� baffle spacing is greater than 50 mm
�3� tube-side pressure drop is less than 5�104 Pa
�4� shell-side pressure drop is less than 5�104 Pa �23�

In our design, the heat transfer surface area is fixed at 60 m2.
This optimization problem formulated above will be solved by
GA. The reason for us to utilize GA is explained in the following.

The traditional approaches, which require the information of
the gradients of objective functions, suffer from getting trapped at
the local optimum. Thus, they cannot ensure that the global opti-
mal solution is achievable �24�. Although direct search method
does not require any information about the gradient of the objec-
tive function, it depends heavily on the initial point, and fre-
quently points to local optimum unless the objective function is
unimodal �25,26�. The genetic algorithm starts the search from a
population of points; the dependence of GA on the initial point is
not as strong as direct search method. Furthermore, it provides a
high level of robustness by simulating nature’s adaptation in the
evolution process �25,27�. More importantly, GA has very strong

capability to find the global optimum �28,29�. Therefore, the ge-
netic algorithm �30� is employed to search the solution of the
optimization problem. The initial generation, which satisfies the
constraint conditions, is randomly generated.

In the genetic algorithm method, a metric called fitness function
is first defined that allows each potential solution �individual� to
be quantitatively evaluated. The parameters are structured in the
form of floating point, and the number of heat exchange tube is
assigned to the nearest integer, which is no less than the value
obtained by the genetic algorithm method. After a random initial
population in the ranges of design variables is generated, the al-
gorithm creates a sequence of new generations iteratively until the
stopping criterion is met. In this process, offspring are generated
by merging two individuals in current generation with a crossover
operator, or by modifying a chromosome with a mutation opera-
tor. A new generation is formed by some parents and offspring
based on fitness values, the population size is kept invariant by
eliminating the inferior ones. The chromosomes with higher fit-
ness values have higher probabilities to survive; this ensures the
convergence to a best individual after certain number of genera-
tions, which probably represents the optimal solution of the given
problem �31,32�. The flow chart of the genetic algorithm is shown
in Fig. 3.

For each generation in the evolution process, according to the
values of the fitness function of every individual, a best individual
is selected, the corresponding values of Ns1,	T, Ns1,	P, and Ns1 are
thus obtained. Their variations with respect to the number of gen-
erations are depicted in Figs. 4 and 5. From Fig. 4, one can see
that in comparison with the initial value, the modified entropy
generation number decreases by 10.44% through the optimization
process. It seems that the single-objective optimization of heat
exchanger works well. However, the observation of Fig. 5 shows
that although the modified entropy generation number related to
heat conduction is reduced by 10.60% through the optimization
process, the modified entropy generation number caused by fluid
friction is enlarged by 324%. Why the fluid friction has such a
significant increase? The reason is analyzed in the following.

Bejan �3� introduced the irreversibility distribution ratio 
 to
describe the relative importance of the two irreversibilities. Ac-

Table 1 The known data for heat exchanger design with the
fixed heat transfer area

Hot fluid
�tube-side�

Cold fluid
�shell-side�

Inlet temperature Ti �K� 368.15 283.15
Mass flow rate ṁ �kg/s� 50 20
Density � �kg /m3� 970 991.15
Specific heat at constant pressure
cp �J/�kg K��

4200 4174

Dynamic viscosity � �Pa s� 326�10−6 690�10−6

Entrance pressure Pi �MPa� 6.5 5
Fouling resistance r ��m2 K� /W� 0.000086 0.00017
Prandtl number Pr 2.015 4.5878

Table 2 Tube outer diameter and the corresponding tube pitch

do �mm� 10 12 14 16 19 20 22 25 30 32 35 38 45 50 55 57

s �mm� 13.4 16 19 22 25 26 28 32 38 40 44 48 57 64 70 72

Fig. 3 Flow chart of a genetic algorithm
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cording to Eqs. �19� and �22�, the irreversibility distribution ratio
for incompressible fluid in one passage of a heat exchanger is
given as follows:


 =
Ṡgen,	T

Ṡgen,	P

=
cp��To − Ti�

	P
�24�

Particularly, for the above single-objective optimization design of
the heat exchanger with the known data listed in Table 1, the
irreversibility distribution ratio in the shell-side is


 =
Ṡgen,	T

Ṡgen,	P

=
cp��To − Ti�

	P
= 4481.8 �25�

It is evident that the entropy generation rate caused by heat con-
duction significantly overweight that caused by fluid friction.
Generally, if the working fluid is water 
 can be estimated in the
following manner. According to Ref. �33�, we have

cp � 103, � � 102 �26�
The order of magnitude for the difference between outlet tempera-
ture and inlet temperature is about 101 K. The upper limit of
pressure drop in shell-and-tube heat exchanger is about 5
�104 Pa �23�. Therefore, the orders of magnitude for irreversibil-
ity distribution ratio 
 are usually no less than 102 in most situa-
tions. For the other liquids, the order of magnitude of the irrevers-
ibility distribution ratio can also be obtained by using magnitude
analysis according to their thermodynamic properties �33�. If the
balance point between entropy generations caused by heat transfer
and fluid friction is achieved, the order of magnitude of pressure
drop is at least 106 according to Eqs. �25� and �26�, which exceeds
the upper limit of allowable pressure drop for liquid in most situ-

ations of heat exchanger design.
In order to correctly reflect the influence of fluid friction in

EGM, one may form a single-objective function by linearly comb-
ing separate objectives using some fixed weights prescribed by the
user �34�. The objective function expressed in Eq. �23� can be
regarded as the sum of Ns,	T and Ns,	P, which are multiplied by
weight coefficient 1. The weight coefficient might be 10, 100, or
1000, depending on the user’s will. This method seems to be very
straightforward, but different choices of the weight usually give
rise to different solutions of a same optimization problem �34�,
and the weight coefficients have no definite physical meaning.
Furthermore, setting an appropriate balance between the objec-
tives to result in a full exploration of the desired range of trade-
offs within the objective space, can be difficult, especially where a
nonconvex objective space is explored �35�.

Another alternative to improve the single-objective optimiza-
tion design of heat exchanger in the framework of EGM is to
utilize the multi-objective optimization approach. Specifically, the
entropy generation rates induced by the heat conduction and fluid
friction can be set to two separate objective functions. Then the
multi-objective genetic algorithm is employed to solve this multi-
objective optimization problem. Theoretically, it leads to a set of
solutions that represent the best trade-off between the two objec-
tive functions �36�. In addition, the genetic algorithm demon-
strates obvious advantages in comparison with other methods for
solving optimization problems. First, it does not necessitate the
calculation of the objective function gradient with respect to the
design variables, which is particularly helpful for multi-objective
optimization. Second, the genetic algorithm usually explores a
large portion of the design space and converges to the global
optimum. Therefore, we attempt to establish the multi-objective
optimization of heat exchanger design based on EGM in the fol-
lowing subsection.

3.3 Multi-Objective Optimization. Mathematically, multi-
objective optimization minimizes several objectives simulta-
neously, with a number of inequality or equality constraints. It can
be mathematically expressed as follows:

min
x�X

f�x� = �f1�x�, f2�x�, . . . , fk�x�� �27�

Subject to

gj�x� = 0, j = 1,2, . . . ,M

hk�x� � 0, k = 1,2, . . . ,K

where x is a vector and is also called the decision vector and X is
the parameter space.

If and only if, f i�x�� f i�y� for i=1,2 , . . . ,k and f j�x�� f j�y� for
least one objective function j, a feasible solution x is said to
dominate another feasible solution y. A solution, which is not
dominated by any other solution in the feasible region, is called
Pareto optimal solution. The set of all nondominated solutions in
X is called as the Pareto optimal set �P��, the values of objective
functions corresponding to the Pareto optimal set are called Pareto
front �PF�� �36,37�

PF�
ª 
f�x��x � P�� �28�

Specifically, the modified entropy numbers caused by heat con-
duction and fluid friction, respectively, are taken as two separate
objective functions. The design parameters, their bounds and the
constraints remain the same as specified in Sec. 3.2 for the single-
objective optimization design. Here, for exemplifying the multi-
objective optimization approach, only four design variables are
selected. The optimization problems with more design variables
can be solved by following the similar procedure.

In addition, the population type is double vector, and the size of
initial population is set as 75. As for the creation function which
creates the initial population, Feasible population operator is se-
lected to generate a random initial population that satisfy all

Fig. 4 Variation in Ns1 with the number of generations

Fig. 5 Variations in Ns1,�T and Ns1,�P with the number of gen-
erations for single-objective optimization
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bounds and constraints of design parameters, since it’s biased to
create individuals that are on the boundaries of the constraints,
and to create well-dispersed populations �38�. The algorithm for
choosing parents from individuals is tournament. Set the cross-
over fraction to be 0.8 so that 80% of the next generation is
produced by crossover operator. Scattered crossover function is
used to combine two individuals, or parents, to form a child for
the next generation. Gaussian mutation function is used, the val-
ues of scale and shrink parameters are fixed as one, which means
that the standard deviation shrinks linearly from 1 to 0 as the last
generation is reached. The direction of migration is forward, i.e.,
the nth subpopulation migrates into the �n+1�th subpopulation,
and migration takes place every 20 generations.

A controlled elitist genetic algorithm �39� �a variant of
NSGA-II �36�� is adopted for searching the optimal solution,
which can help increase the diversity of the population even if
they have lower fitness values. The diversity of population is con-
trolled by the elite members of the population in the process; the
distance crowding function helps to maintain diversity by favor-
ing individuals that are relatively far away on the front. The
Pareto fraction is set to 0.35 so as to limit the number of indi-
viduals in the current population that are on the Pareto front to
35% of the population size. The total number of generations is set
to 1000, which serves as the stopping criteria to terminate the
iterative process.

3.3.1 Fixed Heat Transfer Area. In the present subsection, the
multi-objective optimization is applied to design a shell-and-tube
heat exchanger with fixed heat transfer area and the multi-
objective genetic algorithm is employed to search the Pareto op-
timal set. The Pareto front obtained by the multi-objective optimi-
zation design is shown in Fig. 6. On the leftmost point of the
curve represents the Pareto set, Ns1,	T reaches its minimum value,
while Ns1,	P achieves its maximum value. Similarly, on the right-
most point Ns1,	T reaches its maximum value and Ns1,	P arrives at
its minimum value. It indicates that the multi-objective optimiza-
tion solutions are trade-off between the two irreversible losses
caused by heat conduction and fluid friction, respectively. There-
fore, for the multi-objective optimization the entropy generation
caused by fluid friction is not neglected, but plays an important
role in determining the optimal solutions.

In order to illustrate the meaning of the Pareto optimal set, the
pumping power and heat exchanger effectiveness corresponding
to the individual solution in the Pareto optimal set are depicted in
Fig. 7. One can see that the total region is divided into two regions
by the Pareto optimal set. The designs with the pumping power
and exchanger effectiveness located in the region I are feasible,
but not optimal. The ones in the region II are infeasible. There-
fore, the solution in Pareto set is optimal in the sense that its
exchanger effectiveness achieves the maximum value by consum-

ing the least pumping power under the design requirements and
constraints. Note that normally the optimal solution for the multi-
objective optimization design is not unique. The designer can se-
lect one from the Pareto set according to the specific design re-
quirements. Therefore, the multi-objective optimization design of
heat exchanger is more flexible than the single-objective optimi-
zation design.

3.3.2 Fixed Heat Load. In this subsection, the multi-objective
optimization design of heat exchanger is applied to the case that
the heat load is given. The known data for the heat exchanger
design is listed in Table 3. In comparison with the last example,
the outlet temperature of cold fluid is selected as an additional
design variable, and its values range from 313.15 K to 343.15 K.

The initial population can be specified by the users. However,
since the size of the initial population is too large, the manner of
stochastic generation is employed for the sake of simplicity in the
present work. The Pareto front obtained by the multi-objective
optimization is shown in Fig. 8. The randomly selected initial
design solutions satisfying the design requirements and con-
straints and some representative optimal solutions in Pareto set are
listed in Table 4. From Table 4, one can see that in compassion
with the initial designs the exchanger effectiveness of the optimal
solutions is significantly improved and the pumping power dra-
matically decline, but at the cost of the increase in the number of
exchanger heat transfer units.

In comparison with the result of the single-objective optimiza-
tion shown in Table 5, both approaches can yield almost the same
heat exchanger effectiveness, which is about 0.71. However, the
pumping power required for the single-objective optimization as
shown in Table 5 is 552 W, while for the multi-objective optimi-
zation approach it is only about 260 W as seen from Table 4.
Therefore, more than 50% decrease in the pumping power has
been achieved for the multi-objective optimization in comparison
with the single-objective optimization approach. Due to the reduc-

Fig. 6 The Pareto front obtained by multi-objective optimiza-
tion for a fixed heat transfer area

Fig. 7 The pumping power and effectiveness for a Pareto op-
timal set

Table 3 The known data for heat exchanger design with the
fixed heat load

Fluid 1
�tube-side�

Fluid 2
�shell-side�

Inlet temperature Ti �K� 368.15 283.15
Outlet temperature To �K� 343.15 —
Mass flow rate ṁ �kg/s� 50 —
Density � �kg /m3� 970 991.15
Constant pressure specific heat
cp �J/kg K�

4200 4174

Kinematic viscosity v �m2 /s� 3.36�10−7 6.96�10−7

Entrance pressure Pi �MPa� 6.5 5
Fouling resistance r �m2 K /W� 0.000086 0.00017
Prandtl number Pr 2.015 4.5878
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tion in entropy generation rate caused by fluid friction, the total
entropy generation rates of the first two optimal solutions in Table
4 obtained by the multi-objective optimization design are slightly
smaller than that obtained by the single-objective optimization
approach in Table 5. As expected, the multi-objective optimization
approach avoids the drawback of the single-objective optimization
approach, which has not correctly reflected the role played by the
fluid friction in EGM. Therefore, the multi-objective optimization
design of heat exchanger, which can give rise to the best trade-off
between the dimensionless entropy generation rates caused by
heat conduction and fluid friction, respectively, is more suitable
for applying EGM in heat exchanger design.

4 Concluding Remarks
The single-objective optimization of heat exchanger design

based on EGM suffers the drawback that the role played by the
entropy generation caused by the heat conduction under finite
temperature difference is overwhelmingly enlarged for the liquid-
to-liquid heat exchanger. In an attempt to resolve this problem, a
multi-objective optimization design approach for heat exchanger
is developed, in which the entropy generations induced by heat
conduction and fluid friction are taken as two separate objective
functions. Theoretically, the optimal solutions in the Pareto set
obtained from the multi-objective genetic algorithm are the best
trade-off between the two irreversible losses due to heat transfer
and fluid friction. The results for two heat exchanger optimization

design problems show that for achieving the same exchanger ef-
fectiveness the multi-objective optimization of heat exchanger de-
sign requires less pumping power in comparison with the single-
objective optimization design. Therefore, the multi-objective
optimization of the heat exchanger design really leads to the best
trade-off between the two losses caused by heat conduction and
fluid friction in heat exchanger which is the basic notion of EGM.

The multi-objective optimization yields the Pareto optimal set,
which includes several optimal solutions. This gives the designer
a great flexibility to choose a final solution from the Pareto opti-
mal set by fully considering the specific requirements and con-
straints of the heat exchanger design. Furthermore, in the multi-
objective optimization of heat exchanger design, all kinds of
requirements, such as cost, weight and so on, may be treated as
the optimization constraints and can be mathematically formu-
lated in the multi-objective optimization of heat exchanger design.
Therefore, the multi-objective optimization of heat exchanger de-
sign demonstrates obvious advantages and great flexibility.
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Nomenclature
cp � specific heat at constant pressure �J /kg K�
di � inner diameter of heat exchange tube �m�
do � outer diameter of heat exchange tube �m�
Ds � shell inner diameter �m�

f � friction factor
f i � function i

f�x� � objective value of solution x
G � mass velocity �kg /m2 s�
j � heat transfer correct factor

K � heat transfer coefficient �W /m2 K�
L � total length of tube pass �m�
ṁ � mass flow rate �kg/s�

Nb � number of baffles
Nc � number of effective tube rows in one crossflow

section
Ncw � number of effective tube rows crossed in baffle

window
Ntu � number of heat transfer units
Ns � entropy generation number

Fig. 8 The relations of Ns1 with Ns1,�T and Ns1,�P in a Pareto
optimal set for fixed heat duty

Table 4 The initial designs and the optimal solutions for the heat exchanger with the fixed heat duty

do
�m� n Bs

�
�rad�

Tc,o
�K� Ntu

W
�W� � Ns1,	T Ns1,	P Ns1

Initial design 0.016 361 0.72 2.81 314.54 0.55 1555 0.37 0.152 2.11�10−4 0.152
0.016 327 0.68 2.65 322.61 0.75 2094 0.46 0.140 2.77�10−4 0.140
0.016 327 0.68 2.35 326.47 0.89 1970 0.51 0.134 2.59�10−4 0.134

Multi-objective 0.022 283 1.000 2.2675 343.13 1.5000 260.35 0.7100 0.1105 3.320�10−5 0.1105
0.022 283 0.995 2.2662 343.15 1.5000 260.84 0.7100 0.1105 3.332�10−5 0.1105
0.022 283 1.000 2.6666 343.15 1.5008 260.79 0.7059 0.1105 3.327�10−5 0.1105
0.022 283 1.000 2.2836 342.99 1.4928 260.29 0.7040 0.1107 3.321�10−5 0.1107
0.022 283 0.998 2.2656 343.08 1.5008 260.52 0.7059 0.1105 3.324�10−5 0.1105

Table 5 The optimal solution of the single-objective optimization design for heat exchanger
with the fixed heat duty

do
�m� n Bs

�
�rad�

Tc,o
�K� Ntu

W
�W� � Ns1,	T Ns1,	P Ns1

0.016 526 0.70 2.33 343.0 1.5 552 0.71 0.1105 6.98�10−5 0.1106
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Ns1 � modified entropy generation number
Nu � Nusselt number

n � number of heat exchange tube
P � pressure �Pa�

P� � Pareto optimal set
PF� � Pareto front

Pr � Prandtl number
Q � heat transfer rate �W�
r � fouling resistance �m2 K /W�
R � ideal gas constant �J /kg K�

Re � Reynolds number

Ṡgen � entropy generation rate �W/K�
s � tube pitch �m�

St � Stanton number
T � temperature �K�
v � velocity �m/s�

W � total pumping power �W�
X � solution set

Greek Symbols
� � heat transfer coefficient �W /m2 K�
�t � thermal boundary layer thickness �m�
� � the heat exchanger effectiveness

 � overall pumping efficiency
� � central angle of baffle cut �rad�
� � thermal conductivity �W /m K�
� � fluid dynamic viscosity �Pa s�
� � density �kg /m3�
� � dimensionless temperature difference
f � irreversibility distribution ratio

	P � pressure drop �Pa�
	T � temperature gradient �K�

Subscripts
c � cold fluid
h � hot fluid
i � inlet
o � outlet
s � shell-side
t � tube-side

w � wall
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Modeling Carrier-Phonon
Nonequilibrium Due to Pulsed
Laser Interaction With Nanoscale
Silicon Films
Ultrashort-pulsed laser irradiation on semiconductors creates a thermal nonequilibrium
between carriers and phonons. Previous computational studies used the “two-
temperature” model and its variants to model this nonequilibrium. However, when the
laser pulse duration is smaller than the relaxation time of the carriers or phonons or
when the carriers’ or phonons’ mean free path is larger than the material dimension,
these macroscopic models fail to capture the physics accurately. In this article, the
nonequilibrium between carriers and phonons in silicon films is modeled via numerical
solution of the Boltzmann transport model (BTM), which is applicable over a wide range
of length and time scales. The BTM is solved using the discontinuous Galerkin finite
element method for spatial discretization and the three-stage Runge–Kutta temporal dis-
cretization. The BTM results are compared with previous computational studies on laser
heating of macroscale silicon films. The model is then used to study laser heating of
nanometer size silicon films, by varying parameters such as the laser fluence and pulse
duration. From the laser pulse duration study, it is observed that the peak carrier number
density, and maximum carrier and phonon temperatures are the highest for the shortest
pulse duration of 0.05 ps and decreases with increasing pulse duration. From the laser
fluence study, it is observed that for fluences equal to or higher than 1000 J /m2, due to
the Auger recombination, a second peak in carrier temperature is observed. The use of
carrier-acoustic phonon coupling leads to equilibrium phonon temperatures, which are
approximately 400 K higher than that of carrier-optical phonon-acoustic phonon cou-
pling. Both the laser pulse duration and fluence are found to strongly affect the equilib-
rium time and temperature in Si films. �DOI: 10.1115/1.4001101�

Keywords: Si, Boltzmann transport model, carrier-phonon nonequilibrium, nanoscale
energy transport, ultrashort-pulsed laser, RKDG

1 Introduction
Short-pulsed laser heating of semiconductors has extensive ap-

plications such as fabrication of sophisticated micro-/
nanostructures, syntheses of advanced semiconductor materials,
measurement of thin-film properties, laser annealing and damage,
and electronic desorption process �1–5�. The use of ultrashort-
pulsed duration laser has also found application in the field of
laser recovery of stiction-failed microstructures �6�. Experiments
with femtosecond laser pulses of high fluences have demonstrated
ultrafast phase transformation on a subpicosecond time scale
�7–9�. Under ultrashort-pulsed laser excitation of semiconductors,
high-density and high-temperature electrons could be excited
from the valence band into the conduction band. As a result, lat-
tice instability occurs prior to the significant heating of the phonon
subsystem, and this damage is referred to as nonthermal melting
�10�. The physics of short-pulse laser heating of semiconductors is
very complex, and hence, it is necessary to understand energy
absorption, transport, and storage phenomena in detail. When a
semiconductor is excited with a short laser pulse, some electrons
absorb the photon energy and move from the valence band to the
conduction band. This interband transition of the electrons creates
holes in the valence band. The electron-hole pairs generated in
this manner are responsible for heat transfer and are referred to as

the “carriers” �11�. The excess energy of these electron-hole pairs,
which is the difference between the incident laser energy h� and
the bandgap energy of silicon Eg, is the kinetic energy that leads
to elevated carrier temperatures. As the excited carriers undergo
spatial and temporal evolutions, a number of them recombine via
the Auger process. In the meantime, new carriers are generated via
impact ionization �11�. The carriers then thermalize into the
Fermi–Dirac distribution via carrier-carrier collisions. Meanwhile,
collisions between carriers and phonons occur, which eventually
leads to a thermal equilibrium between carriers and phonons. The
relaxation time for the carrier-phonon collisions is typically in the
range of 0.1–0.5 ps for silicon �12�. Measurements of carrier-
phonon nonequilibrium parameters such as carrier number den-
sity, and phonon and carrier temperatures prove to be difficult due
to the very small length and time scales involved. Thus, compu-
tational modeling plays an important role in obtaining detailed
information on the energy transport between carriers and phonons.
Previous computational studies �6,11,13–16� used the two-
temperature model to simulate the energy transport for laser heat-
ing of a semiconductor film. The thermal coupling between carri-
ers and phonons are modeled by considering separate carrier and
phonon temperatures in semiconductors. Fushinobu et al. �6� sug-
gested a new way to recover stiction-failed microstructures using
ultrashort-pulsed laser irradiation. Lee et al. �13� performed a
parametric study for optimizing the laser parameters for laser ir-
radiation on macroscale thick films. However, the two-
temperature models used in the above computational studies do
not take into account the energy current generated due to the large
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temperature gradients in the semiconductor film. In order to ac-
count for the work done in generating carrier energy current, van
Driel �11� used a parabolic rate equation for carrier energy to
incorporate the additional work term. He applied this model to
study the kinetics of high-density plasmas generated in silicon by
picosecond laser pulses with two different wavelengths, and found
that the carrier temperature exhibited two peaks as a function of
time due to laser heating as well as Auger heating. Chen et al. �14�
used similar equations as van Driel �11� and applied them to com-
pute for the damage threshold of Si and Ge, and obtained reason-
ably good agreement with the experiment. However, for the cases
when the laser pulse duration is smaller than the relaxation time of
the energy carriers or when the carriers’ mean free path �MFP� is
larger than the material dimension, the two-temperature models
fail to accurately capture the nonequilibrium between the energy
carriers �12,17–19�. These phenomenological models cannot be
used to describe heat transfer in highly nonequilibrium situations
as seen in the case of nanometer thin semiconductor films irradi-
ated with laser pulse durations comparable to the carrier-phonon
relaxation time. In order to model this nonequilibrium accurately,
the coupled Boltzmann transport equations �BTEs� for the carriers
and phonons �12,18� are solved numerically. The BTE can be used
to model heat transport over a wide range of length and time
scales. The main objective of the present study is to model the
energy transport in silicon �Si� films. Emphasis is placed on study-
ing strong nonequilibrium created during the interaction of fem-
tosecond pulse duration laser with nanometer size films. The tem-
perature dependant phonon properties for Si obtained from the
phonon dispersion model are used. A parametric study is con-
ducted for Si films to study the effect of laser pulse duration and
fluence on the carrier-phonon nonequilibrium characteristics.

2 Theory
In this section, the problem description, details of the Boltz-

mann transport model �BTM�, calculation of carrier and phonon
thermal properties, and computational methodology are discussed.

2.1 Problem Description. The carrier-phonon interactions
are studied by applying a laser beam with a wide range of pulse
duration and fluence to a silicon �Si� film with thicknesses in the
range of nano- to micrometers. The laser beam diameter is much
larger than the optical and carrier penetration depths, and hence, a
one-dimensional model can describe the physical problem �17�.
The laser intensity is given as �6�

I�x,t� =
2�ln 2��1 − R�

��tp

exp�−�
0

x

�dz�exp�− 4 ln 2��t − 2tp�/tp�2�

�1�

where � is the fluence carried by the laser pulse, R is the reflec-
tivity, tp is the laser pulse duration defined as full width at half
maximum of the laser pulse shape, � is the absorptivity of Si, and
x is the depth measured from the front surface. The laser beam is
Gaussian in both time and space. From Eq. �1�, the peak of the
laser intensity occurs at time t=2tp.

2.2 Boltzmann Transport Model. The carrier-phonon inter-
action in a semiconductor is modeled via the BTM consisting of
two coupled BTEs describing the carrier and phonon energy trans-
ports. The BTEs are formulated in the relaxation time approxima-
tion to describe the energy densities of carriers and phonons, de-
noted by uc and up, respectively. The carrier or phonon energy
density is defined as the flux of energy per unit volume and per
unit solid angle in the direction s. The carrier energy density uc is
related to its distribution function fc

uc�r,s,t� =� �E − Ef�fc�r,s,t�Dc�E�dE �2�

where r denotes the position vector, �E−Ef� is the electron band
energy relative to the Fermi energy, and Dc�E� is the carrier den-
sity of states per unit volume. The equilibrium distribution of
carriers is represented by the Fermi–Dirac distribution �20�. Simi-
larly, the phonon energy density up is related to its distribution
function fp �21�

up�r,s,t� = 	� ��fp�r,s,t�Dp���d� �3�

where � is the Planck’s constant divided by 2�, � is the phonon
frequency, and Dp��� is the phonon density of states per unit
volume; the integration is over all the phonon frequencies up to
the Debye frequency, and the summation is over the three phonon
polarization modes. The equilibrium distribution of phonons is
represented by the Bose–Einstein distribution �22�.

If the incident photons have energies greater than the bandgap
of the semiconductor, electron-hole pairs are formed, which act as
the heat carriers. The carrier number density of electron-hole pairs
Nc is determined from the following conservation equation �6�

�Nc

�t
=

�1I

h�
+

�I2

2h�
− �Nc

3 + 	Nc �4�

The terms on the right-hand side of Eq. �4� represent the carrier
generation rates from the linear �one-photon� and nonlinear �two-
photon� absorptions, the Auger recombination, and the impact ion-
ization, respectively. The expressions for �1, �, �, and 	 are
given in Table 1.

When the carriers are assumed to transfer their energy directly
to the acoustic phonons, the interaction is referred to as the
carrier-acoustic phonon �C-AP� interaction. The frequency inde-
pendent BTM for coupled carrier and acoustic phonon energy
densities can be expressed as �18,23�

�uc

�t
+ vc�


�uc

�x
� =

ueq�c� − uc

��c-c�
−

��NcEg�
�t

−
Cc�Tc − Tp�

4���c-p�

+
�I�x,t� + �I2�x,t�

4�
�5�

Table 1 Physical properties of Si

Property Value Ref.

Cc �J /m3 K� 3NckB �16�
Cp �J /m3 K� Table 2 �16�
COP �J /m3 K� 7.15�105 �34�
Kc �W /m K� −0.556+7.13�10−3Tc �16�
Kp �W /m K� Table 2 �34�
vc �m/s� ��3kbTc� / �2.3�10−31� -
vp �m/s� Table 2 �25,34�
�c-c �s� 3Kc / �Ccvc

2� -
�c-p �s� �0�1+ �Nc /Ncr�2� �11,16�

�0=0.5�10−12

Ncr=2�1027

�p-p �s� 3Kp / �Cpvp
2� -

Eg �eV� 1.167−0.0258�Tp /300�−0.0198�Tp /300�2 �15�
� �1/m� �=�1+
 fcNc �15�

E�= �h��+1.1214−Eg

�1=250,000 exp�2.48�E�−1.79��

 fc=5.1�10−22�1.17 / �h���2�Tp /300�

� �m/W� 2.0�10−11 �11�
	 �1/s� 3.6�1010 exp�−1.5Eg /kbTc� �11�
� �m6 /s� 3.8�10−43 �16�
R 0.32 �11�
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�uAP

�t
+ vp�


�uAP

�x
� =

ueq�AP� − uAP

��p-p�
+

Cc�Tc − Tp�
4���c-p�

�6�

where the subscripts c and AP denote the carrier and acoustic
phonons, respectively, and Tp denotes the acoustic phonon tem-
perature. The terms on the left-hand side of Eq. �5� represent the
time rate of change in the carrier kinetic energy per unit volume
and carrier convective transport, respectively. The terms on the
right-hand side of Eq. �5� represent the carrier-carrier collisions
approximated by the relaxation time, time rate of change in the
bandgap energy per unit volume, energy loss due to carrier-
phonon collisions, and the laser source, respectively. The terms on
the left-hand side of Eq. �6� represent the time rate of change in
the acoustic phonon kinetic energy per unit volume and acoustic
phonon convective transport, respectively. The terms on the right-
hand side of Eq. �6� represent the acoustic phonon-acoustic pho-
non collisions approximated by the relaxation time, and the en-
ergy gain due to carrier-phonon collisions, respectively. The
acoustic phonon temperature Tp in Eqs. �5� and �6� are calculated
from Eq. �14�. The equilibrium energies are given by

ueq�c� =
1

2�
−1

1

ucd
 and ueq�AP� =
1

2�
−1

1

uAPd
 �7�

where 
 is the x-direction cosine.
However, the carriers generally interact with the optical

phonons directly, which then subsequently transfer their energy to
the acoustic phonons. This involves a set of equations which con-
sider the energy densities of the carriers, optical phonons, and
acoustic phonons, and their interactions. The BTM for the case of
carrier-optical phonon-acoustic phonon �C-OP-AP� interaction
can be expressed as �24�

�uc

�t
+ vc�


�uc

�x
� =

ueq�c� − uc

��c-c�
−

��NcEg�
�t

−
Cc�Tc − TOP�

4���c-p�

+
�I�x,t� + �I2�x,t�

4�
�8�

�uOP

�t
=

Cc�Tc − TOP�
4���c-p�

−
COP�TOP − Tp�

4���p-p�
�9�

�uAP

�t
+ vp�


�uAP

�x
� =

ueq�AP� − uAP

��p-p�
+

COP�TOP − Tp�
4���p-p�

�10�

where the subscript OP and AP denote the optical and acoustic
phonons, respectively. The term on the left-hand side of Eq. �9�
represent the time rate of change in the optical phonon kinetic
energy per unit volume. The terms on the right-hand side of Eq.
�9� represent the energy gain due to carrier-optical phonon colli-
sions, and the energy loss due to optical phonon-acoustic phonon
collisions, respectively. In Eqs. �8�–�10�, it is assumed that the
relaxation time for carrier-optical phonon collisions is the same as
that for carrier-acoustic phonon collisions in Eqs. �5� and �6�. This
assumption was tested by varying the value of the relaxation time
for the carrier-optical phonon collisions by an order of magnitude
compared with the relaxation time for the carrier-acoustic phonon
collisions. The values obtained for the equilibrium time and equi-
librium temperature corresponding to this variation do not change
significantly. For the C-OP-AP coupling, the phonon temperature
Tp is defined as

Tp =
CpTAP + COPTOP

Cp + COP
�11�

2.3 Carrier and Phonon Properties. The solution to the
BTM requires knowledge of the carrier and phonon relaxation
times, group velocities, thermal conductivities, and heat capaci-
ties. The physical properties of silicon used in the present simu-

lations are listed in Table 1. The specific heat and group velocity
for acoustic phonons are calculated as a function of temperature
using the phonon sine function dispersion model �25,26� and
listed in Table 2. The group velocity and specific heat of phonons
are calculated using the contribution of acoustic phonons only,
since the optical phonons have negligible group velocity, and
hence, do not transport energy. The mean free path of acoustic
phonons calculated using the sine function dispersion model is
approximately 280 nm. Linear interpolation is used to calculate
the properties between any two temperatures given in Table 2.

2.4 Computational Methodology. The coupled BTEs for
carriers and phonons are solved numerically using the Runge–
Kutta discontinuous Galerkin �RKDG� method �27–29�. The
RKDG method incorporates the local conservation property of the
finite volume schemes and the higher order accuracy of finite
element methods �27�. The discontinuous Galerkin �DG� methods
have some attractive properties that make them good alternatives
to existing methods for problems described using hyperbolic
equations such as those encountered in fluid flows or thermal ra-
diation. These properties include high-order local approximation
using polynomials, ease of parallelization, elementwise conserva-
tion, and geometric flexibility of conventional finite elements.
High resolution temporal discretization is achieved using a three-
stage Runge–Kutta �RK� time stepping scheme that allows the
RKDG method to be numerically stable �28�.

The RKDG scheme using Legendre polynomials as basis func-
tions has been developed by the authors for the BTEs for carriers
and phonons �18�. Two Legendre bases involving the piecewise
constant and piecewise linear functions are used for higher-order
spatial discretization. The angular discretization of the BTEs is
achieved using piecewise constant basis functions in the angular
space �30�. This allows for exact analytical evaluation of the in-
tegrals in the BTEs without the use of quadratures.

Detailed spatial, angular, and temporal resolution studies have
been performed to test the grid independence of the solution. It is
found that a spatial grid with 120 elements and an angular decom-
position with 50 elements provide the best resolution of the tem-
perature profiles. A temporal resolution study has also been per-
formed, and a value of Courant number equal to 0.2 is found to
ensure accurate transient solution using the RK time stepping.

During the very short duration of laser heating, heat losses from
the front and back surfaces of the semiconductor are found to be
negligible, and hence, are treated as adiabatic. These surfaces are
modeled as specularly reflecting boundaries, on which the follow-
ing conditions on carrier and phonon thermal intensities are im-
posed

uc�0,
,t� = uc�0,− 
,t�; uc�L,− 
,t� = uc�L,
,t� �12�

uAP�0,
,t� = uAP�0,− 
,t�; uAP�L,− 
,t� = uAP�L,
,t�
�13�

The initial energy densities for carriers and phonons are assumed
to be constants and are calculated at T=300 K. In the case of a
carrier coupled with acoustic phonons only, the energy densities

Table 2 Phonon properties

T
�K�

Kp
�W /m K�

Cp ��106�
�J /m3 K�

vp
�m/s�

300 154.80 0.96 1740
400 99.90 0.9950 1690
500 70.10 1.01 1670
600 60.30 1.02 1660
700 50 1.02 1650
800 41.70 1.02 1640
900 36 1.02 1630
1000 30 1.02 1620
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obtained from solving the BTEs are used to determine the carrier
and acoustic phonon temperatures from

�
0

Tc

CcdT = uc�x,����; �
0

Tp

CpdT = uAP�x,���� �14�

where ��=4� sin � sin�0.5��� is the volume of the “finite
angle.” In the case of a carrier coupled with optical and acoustic
phonons, the acoustic and optical phonon temperatures are ob-
tained from their respective energy densities as

�
0

TAP

CpdT = uAP�x,����; �
0

TOP

COPdT = uOP�x,����

�15�
and the average phonon temperature is then calculated from Eq.
�11�. The integrals in Eqs. �14� and �15� are evaluated using the
trapezoidal rule, and the temperatures are obtained iteratively us-
ing the bisection method. At nanoscales, the temperature, as such,
has no physical meaning, except that it is an indicator of the local
energy density of the system.

3 Results and Discussion
The results of the BTM with C-OP-AP coupling is compared

with the results of the two-temperature models of Lee et al. �13�
and Chen et al. �14�, as shown in Figs. 1�a� and 1�b�, respectively.
Figure 1�a� shows the time evolution of the carrier number density

and the carrier temperature at the front surface for a Si film thick-
ness L=2 
m, laser pulse duration tp=75 fs, laser fluence �
=38.2 J /m2, and laser wavelength �=790 nm. The physics of
carrier-phonon nonequilibrium for this case cannot be accurately
captured using the classical two-temperature model since the laser
pulse duration is much smaller than the carrier-phonon relaxation
time of 500 fs. It is observed from Fig. 1�a� that the peak carrier
number density obtained using the BTM is approximately an or-
der of magnitude smaller than the peak number density obtained
from the two-temperature model of Lee et al. �13�. The value of
the peak carrier temperature obtained by Lee et al. �13� is approxi-
mately 35% higher than that of the BTM. This may be due to the
excessive diffusion present in the two-temperature model, which
leads to overprediction of the peak carrier temperature. This ex-
cessive diffusion is also observed with the two-temperature mod-
els when applied to the case of laser heating of metal films
�18,23�. The BTM, due to its hyperbolic nature, can model the
transport of carriers and phonons more realistically without exces-
sive diffusion. Figure 1�b� shows the comparison of the carrier
and phonon temperatures between the BTM and the computations
of Chen et al. �14�. The parameters for this case correspond to a Si
film thickness L=20 
m, laser pulse duration tp=500 fs, laser
fluence �=1500 J /m2, and laser wavelength �=775 nm. The
two-temperature model used in the computations of Chen et al.
�14� is similar to that used by van Driel �11�. From Fig. 1�b�, it is
observed that the carrier temperature has a double peak, which is
predicted by both the BTM and the two-temperature model. The
first peak in the carrier temperature is attained due to the laser
excitation of carriers, while the second peak is attributed to the
Auger recombination process. In the silicon film, band-to-band
Auger recombination occurs simultaneously with the collision be-
tween two like carriers. The energy released by the recombination
process is transferred during the collision to the surviving carrier.
Subsequently, this highly energetic carrier “thermalizes” and loses
energy in small steps through collisions with the phonons �31�.
Consequently, this causes the phonon temperature to increase until
an equilibrium is attained between the carrier and phonon tem-
peratures. Figure 1�b� shows that for this case, the time evolution
of Tc and Tp predicted by the BTM and Chen et al. �14� differ
from each other. The first peak in Tc predicted by the BTM is
higher than that of the model of Chen et al. �14�. The location of
the peak carrier temperature predicted by the models are different
from each other but the value of the second peak in the carrier
temperature predicted by both models are close to each other. The
equilibrium temperature predicted by the BTM is in good agree-
ment with that of Chen et al. �14�, as seen in Fig. 1�b�.

The BTM is applied to the problem of laser heating of Si film
by varying different parameters and studying their impact on the
thermal transport in nanometer size films. The categories consid-
ered for the parametric study are summarized in Table 3. It has
been found that varying the film thickness of Si while keeping the
laser fluence and pulse duration fixed does not have a significant
effect on the peak carrier and phonon temperatures. Therefore,
only two categories are considered. For each category, several
simulations are performed. In category 1, the effect of laser pulse
duration in the range of 0.05–10 ps is studied, keeping the thick-
ness and fluence fixed at 28 nm and 500 J /m2, respectively. The
Si film thickness of 28 nm is approximately ten times smaller than
the phonon mean free path of 280 nm. In category 2, the laser
fluence is varied while maintaining the film thickness and pulse

Fig. 1 „a… Carrier temperature and number density profiles at
the front surface of a Si film for L=2 �m, tp=75 fs, and �
=38.2 J/m2; „b… carrier and phonon temperature profiles at the
front surface of a Si film for L=20 �m, tp=500 fs, and �
=1500 J/m2

Table 3 Summary of parameters

Category
L

�nm�
tp

�ps�
�

�J /m2�

1 28 0.05–10 500
2 28 0.075 10–3000
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duration at 28 nm and 75 fs, respectively. The pulse duration of 75
fs is smaller than the carrier-phonon collision time of 500 fs. The
nanoscale film thickness, short pulse duration, and relatively high
fluence used in this study are chosen to create a strong nonequi-
librium between the energy carriers. A laser wavelength of 550
nm, which is in the visible wavelength regime, is used throughout
this study. The effects of laser pulse duration and fluence are
studied by considering the C-OP-AP coupling. The resulting equi-
librium time and temperatures using this model are compared with
the results of C-AP coupling.

3.1 Temporal Characteristics of Carrier-Phonon
Nonequilibrium. Figure 2 shows the temporal evolution of the
carrier number density, and carrier and phonon temperatures at the
front surface of Si film for varying laser pulse durations �category
1 of Table 3�. For all the cases considered in this study, it is found
that the impact ionization term in Eq. �4� is negligible while the
two-photon absorption term in this equation is significant only for
values of laser fluence above 1000 J /m2. From Fig. 2�a�, it is
observed that at very early times, the laser pulse is mainly sup-
plying energy to the carriers, whereas it is not significantly in-
creasing the number density of them. The number density of car-
riers exhibits a sharp increase at a time instant of four times the
pulse duration. This figure shows that with increasing laser pulse
duration, the peak value of the carrier number density decreases.
The rate of decrease in the carrier number density is the steepest
for the largest pulse duration, which can be attributed to the Auger
recombination. With the increasing laser pulse duration, there is
an increase in the carrier-carrier collisions, resulting in the en-
hanced recombination of electron-hole pairs. From Fig. 2�b�, it is
observed that the carrier temperature starts to increase at a time
instant of approximately twice the pulse duration, earlier than the

increase in the carrier number density. Due to the absorbed laser
thermal energy, the carrier temperature increases rapidly to several
thousands Kelvin as compared with the phonon temperature of
few hundreds Kelvin. This is due to the heat capacity of the car-
riers being several orders of magnitude smaller than the phonon
heat capacity. For example, at room temperature, the carrier heat
capacity is approximately ten orders of magnitude smaller than
the phonon heat capacity. During the initial time period extending
to four times the pulse duration, the carriers are quite energetic.
However, they do not transfer their energy to the phonons. Be-
yond this time, the carriers begin to transfer their energies to the
phonons, resulting in an increase in the phonon temperatures.
From Fig. 2�b�, it is depicted that the peak carrier temperature is
the highest for the smallest pulse duration of 0.05 ps and de-
creases with increasing pulse duration. This is attributed to the
strong nonequilibrium present for small laser pulse duration cases.
For a value of the laser pulse duration of 0.05 ps, which is an
order of magnitude smaller than the relaxation time of carriers,
ballistic effects are dominant due to the hyperbolic nature of the
carrier energy transport. For this case, the temporal evolution of
Tc is different from the other cases in the sense that the first peak
in the carrier temperature is lower than the second peak. For a
pulse duration of 0.5 ps, only a single peak in the carrier tempera-
ture is observed while a second peak due to Auger recombination
appears for longer laser pulse durations, as seen in Fig. 2�b�. The
Auger recombination results in the transfer of the bandgap energy
into the carrier energy, leading to an increase in the carrier tem-
perature, which results in the second peak. In the BTM model
with C-OP-AP coupling, the carriers first transfer their energy to
the optical phonons, which then interact with acoustic phonons
before reaching thermal equilibrium. From Fig. 2�c�, it is observed

Fig. 2 Temporal variations in the „a… carrier number density, „b… carrier temperature, and
„c… phonon temperature with pulse duration at the front surface for L=28 nm and �
=500 J/m2
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that the rate of increase in the phonon temperature is the highest
for the case of larger pulse duration for which the Auger effects
are dominant. From this figure, it is also observed that the peak
phonon temperature decreases with increasing pulse duration.

Figure 3 shows the temporal evolution of the carrier number
density, and carrier and phonon temperatures at the front surface
of Si film for category 2 of Table 3. From Fig. 3�a�, it is observed
that for fluences of 10 J /m2 and 100 J /m2, the carrier number
density increases and reaches constant values, since the Auger
recombination is not dominant at small fluences. For higher laser
fluences, the carrier number density increases rapidly and reaches
a maximum after which it sharply decreases due to the Auger
recombination, which is proportional to the cubic power of the
carrier number density. Figure 3�b� shows the time evolution of
the carrier temperature for several values of laser fluences. The
carrier temperature starts to increase ahead of the increase in the
carrier number density. For fluences less than or equal to
100 J /m2, the carrier temperature decreases after reaching the
peak. However, at higher fluences, due to the Auger recombina-
tion, a second peak higher than the first peak in the carrier tem-
perature is observed. The carrier energy is transferred to the
phonons, thus leading to an increase in the phonon temperature, as
seen in Fig. 3�c�. The carriers and phonons thermalize with each
other and finally reach equilibrium. From Fig. 3 it is observed that
the equilibrium temperature is a strong function of the laser flu-
ence, with the maximum value of the equilibrium temperature
observed for the largest fluence of 3000 J /m2. The equilibrium
temperature for the case of largest laser fluence reaches a value
close to the melting temperature of 1680 K for Si, while it is close
to 300 K for the smallest fluence.

In order to understand the effect of the carrier-phonon coupling,
the phonon temperature for the laser fluence of 3000 J /m2 is
compared for the cases of C-AP and C-OP-AP couplings in Fig. 4.
The carrier-phonon coupling is found to affect the time evolution
of the phonon temperature without significantly affecting the time
evolution of the carrier number density and carrier temperature.
From Fig. 4, it is observed that the use of C-AP coupling leads to
equilibrium phonon temperature, which is approximately 400 K
higher than that of C-OP-AP coupling. Thus the use of C-AP
coupling leads to equilibrium phonon temperatures that are well

Fig. 3 Temporal variations in the „a… carrier number density, „b… carrier temperature, and
„c… phonon temperature with laser fluence at the front surface for L=28 nm and tp
=75 fs

Fig. 4 Effect of carrier-phonon coupling on the temporal evo-
lution of phonon temperature for L=28 nm and �=3000 J/m2
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above the melting temperature of 1680 K for Si. This is attributed
to the carriers’ energy being directly transferred to the acoustic
phonons in the case of C-AP coupling, thereby leading to a higher
phonon temperature. However, in the case of C-OP-AP coupling,
the carriers’ energy is transferred to the acoustic phonons through
coupling with the optical phonons, and hence, smaller values of
phonon temperature is obtained for this case.

3.2 Equilibrium Time, Equilibrium Temperature, and
Melting Threshold Fluence. The equilibrium time teq is defined
as the time when the relative difference between the carrier and
phonon temperatures becomes less than 1% �18�. The equilibrium
time is nondimensionalized with the laser pulse duration and is
denoted as teq

� . The equilibrium temperature Teq is defined as the
temperature corresponding to the equilibrium time. Figure 5
shows the variation in teq

� and Teq with laser fluence for laser pulse
durations of 0.075 ps and 10 ps. The effect of the carrier-phonon
coupling is also shown in this figure. From Fig. 5�a�, it is ob-
served that the equilibrium time decreases with increasing laser
pulse duration, indicating that the nonequilibrium state remains
longer when the pulse duration is shorter. The equilibrium time
also shows an increase with the laser fluence and reaches a maxi-
mum value for a value of � around 500 J /m2. For larger laser
fluences, however, the equilibrium time decreases with increasing
fluence. This can be attributed to the steep increase in the phonon
temperature with time for values of laser fluence above 500 J /m2,
as seen in Fig. 3�c�, leading to smaller values of the equilibrium
time. For the case of tp=0.075 ps, the silicon film reaches the

melting temperature with C-AP coupling, and hence, no equilib-
rium between the carriers and phonons is reached for values of
fluence above 2400 J /m2, as seen in Fig. 5�a�. For the case of
tp=10 ps, no equilibrium between the carriers and phonons is
reached with both C-AP and C-OP-AP couplings for relatively
high fluences above 1500 J /m2. It is observed that both the laser
pulse duration as well as the laser fluence have strong influences
on the equilibrium time. The use of C-OP-AP coupling leads to
approximately an order of magnitude increase in the equilibrium
time. This is primarily due to a considerably longer time for the
carriers to reach thermal equilibrium through interaction with both
optical and acoustic phonons. Figure 5�b� shows the variation in
the equilibrium temperature Teq with the laser fluence for laser
pulse widths of 0.075 ps and 10 ps. This figure shows that the
equilibrium temperature increases with increasing laser fluence.
For fluences smaller than 500 J /m2, Teq for different pulse dura-
tions are close to each other. Beyond this value of laser fluence,
the value of the equilibrium temperature is higher for the longer
laser pulse duration. Also for small laser fluences, Teq are close to
each other for both C-AP and C-OP-AP couplings. Thus it can be
inferred from Fig. 5�b�, that for fluences less than 500 J /m2, both
C-AP and C-OP-AP couplings would lead to similar values of the
equilibrium temperature. However, for larger laser fluences, the
use of C-OP-AP coupling results in a decrease in the equilibrium
temperature. For the case of tp=0.075 ps, the equilibrium tem-
perature is approximately 250 K smaller for the laser fluence of
2400 J /m2. For the value of �=3000 J /m2, Teq obtained using
the C-AP coupling is higher than the Si melting temperature,
while the C-OP-AP coupling predicts values lower than the melt-
ing temperature. For the case of tp=10 ps, the equilibrium tem-
perature is approximately 300 K smaller for the laser fluence of
1500 J /m2.

For laser microstructuring applications that require high preci-
sion, determination of the melting threshold fluence �m is of im-
portance. For that reason, the dependence of the absorbed thresh-
old fluence on the laser pulse duration for a film thickness of
28 
m and a laser wavelength of 775 nm are shown in Fig. 6.
The melting threshold fluence is defined as the value of laser
fluence at which the carrier number density reaches the critical
value of 2�1027 m−3 for Si �16�. The melting threshold fluence
calculated using the BTM is in agreement with the experimental
data of Pronko et al. �32� and Allenspacher et al. �33�. The melting
fluence for the C-AP coupling is observed to be slightly smaller
than that of the C-OP-AP coupling. From Fig. 6, it is observed
that the predicted value of laser fluence required to melt the Si
film increases with the pulse duration until 2 ps, after which the

Fig. 5 Variations in the „a… equilibrium time and „b… equilibrium
temperature with laser fluence for L=28 nm

Fig. 6 Comparison of the BTM melting fluence threshold with
the experiment
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melting threshold decreases. This is in accordance with Fig. 2,
which predicts a decrease in the maximum carrier number density
with an increase in the pulse duration.

4 Conclusions
The carrier-phonon nonequilibrium due to laser heating of sili-

con films has been previously studied using the two-temperature
model. However, when either the laser pulse duration is smaller
than the relaxation time of the energy carriers or when the carri-
ers’ mean free path is larger than the material dimension, these
macroscopic models fail to capture the physics of nonequilibrium
accurately. In this study, the BTM has been introduced to study
the carrier-phonon nonequilibrium due to short pulsed laser inter-
action with thin silicon films. The BTM results are compared with
the previous computational results of two-temperature models.
For the case of laser pulse duration smaller than the interaction
time between carriers and phonons, the maximum carrier number
density and temperature predicted by the two-temperature model
of Lee et al. �13� is found to be higher than that of the BTM.
Comparison of the BTM results with that of the modified two-
temperature model of Chen et al. �14� shows that the time evolu-
tion of the carrier temperature profiles predicted by the models are
different. However, the equilibrium temperature predicted by the
BTM is in good agreement with that of the computation of Chen
et al. �14�.

The BTM is then applied to perform a parametric study of the
effect of the laser pulse duration and fluence on the nonequilib-
rium between the energy carriers for a fixed silicon film thickness
of 28 nm. The laser pulse duration and fluence are varied between
0.05 ps to 10 ps, and 10 J /m2 to 3000 J /m2, respectively. From
the laser pulse duration study, it is observed that the maximum
values of the carrier number density, and carrier and phonon tem-
peratures are the highest for the smallest pulse duration of 0.05 ps
and decreases with increasing pulse duration. For a value of laser
pulse duration of 0.05 ps, the temporal evolution of the carrier
temperature is qualitatively different from the other cases due to
ballistic energy transport. For larger laser pulse durations, a
double peak due to Auger recombination is observed in the carrier
temperature profile. The rate of increase in the phonon tempera-
ture is the highest for the cases with larger pulse duration where
Auger effects are dominant. From the laser pulse duration study, it
is also observed that the peak phonon temperature decreases with
increasing pulse duration. From the laser fluence study, it is ob-
served that for fluences less than or equal to 100 J /m2, the carrier
temperatures decrease continuously after attaining the peak. How-
ever, for higher fluences, due to the Auger recombination, a sec-
ond peak higher than the first peak in the carrier temperature is
observed. The equilibrium temperature for the case of the largest
laser fluence of 3000 J /m2 reaches values close to the melting
temperature of 1680 K for Si, while it is close to 300 K for the
smallest fluence.

For the value of laser fluence of 3000 J /m2, the use of C-AP
coupling leads to equilibrium phonon temperature, which is ap-
proximately 400 K higher than that of the C-OP-AP coupling.
Thus, the C-AP coupling leads to equilibrium phonon tempera-
tures that are well above the melting temperature of 1680 K for Si.
It is found that the equilibrium time decreases with increasing
laser pulse duration. The use of C-OP-AP coupling leads to ap-
proximately an order of magnitude increase in the equilibrium
time. The use of this coupling is also found to decrease the equi-
librium temperature. For the case of tp=0.075 ps, the silicon film
reaches the melting temperature with C-AP coupling, and hence,
no equilibrium between carriers and phonons is reached for values
of fluence above 2400 J /m2. For this case, the equilibrium tem-
perature with C-OP-AP coupling is approximately 250 K smaller
for the laser fluence of 2400 J /m2. Both the laser pulse duration
and fluence are found to strongly affect the equilibrium time and

equilibrium temperature in Si films. The melting threshold fluence
calculated using the BTM are found to compare well with the
experimental data �32,33�.

Nomenclature
Cc � carrier volumetric heat capacity �J /m3 K�

COP � optical phonon volumetric heat capacity
�J /m3 K�

Cp � phonon volumetric heat capacity �J /m3 K�
Dc � carrier density of states per unit volume �m−3�
Dp � phonon density of states per unit volume �m−3�

E � electron band energy �J�
Ef � electron Fermi energy �J�
Eg � energy bandgap �eV�
fc � Fermi–Dirac distribution function
fp � Bose–Einstein distribution function
h � Planck’s constant �J s�
I � laser energy source �W m−3�

kb � Boltzmann constant �J/K�
Kc � carrier thermal conductivity �W /m K�
Kp � phonon thermal conductivity �W /m K�
Kn � Knudsen number, � /L

L � film thickness
m � mass of free electron �kg�

Nc � carrier number density �m−3�
n � number density of free electron �m−3�
p � phonon polarization mode
R � reflectivity
r � position vector
s � direction vector

TAP � acoustic phonon temperature �K�
Tc � carrier temperature �K�

Tcmax � maximum carrier temperature �K�
TOP � optical phonon temperature �K�

Tp � phonon temperature �K�
t � time

teq � equilibrium time
teq
� � nondimensional equilibrium time
tm � melting time
tp � laser pulse duration

uAP � acoustic phonon kinetic energy density per unit
solid angle �J m−3 sr−1�

uc � carrier energy kinetic density per unit solid
angle �J m−3 sr−1�

uOP � optical phonon kinetic energy density per unit
solid angle �J m−3 sr−1�

up � phonon kinetic energy density per unit solid
angle �J m−3 sr−1�

ueq�c� � carrier equilibrium kinetic energy density
�J m−3�

ueq�AP� � phonon equilibrium kinetic energy density
�J m−3�

vc � average carrier group velocity �m/s�
vp � average phonon group velocity �m/s�
x � coordinate

x� � nondimensional x-coordinate, x /L
� � one-photon absorptivity of Si
� � two-photon absorptivity of Si
� � Auger recombination coefficient
� � polar angle �rad�

	 � impact ionization coefficient
� � phonon mean free path
� � phonon wavelength

 � x-directional cosine

��c-c� � carrier relaxation time
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��c-p� � carrier-phonon relaxation time
��p-p� � phonon relaxation time

� � laser fluence �J m−2�
�m � melting fluence �J m−2�

� � phonon frequency �Hz�
� � solid angle �Sr�
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Particle Aspect-Ratio and
Agglomeration-State Effects on
the Effective Thermal
Conductivity of Aqueous
Suspensions of Multiwalled
Carbon Nanotubes
The effective thermal conductivities of aqueous nanofluids containing surfactant-
stabilized multiwalled carbon nanotubes were measured and compared with the predic-
tions of effective medium theory (Nan, C.-W., et al., 1997, “Effective Thermal Conduc-
tivity of Particulate Composites With Interfacial Thermal Resistance,” J. Appl. Phys.,
81(10), pp. 6692–6699). Detailed characterization of nanotube morphology was carried
out through electron microscopy, while the nanotube agglomeration state was monitored
through optical microscopy and absorption measurements. An optimum surfactant-to-
nanotube mass ratio was found for the particular surfactant, sodium dodecylbenzene
sulfonate, which resulted in the greatest increase in thermal conductivity. Taking into
consideration the volume-weighted aspect ratio of the nanotubes, the measured thermal
conductivities of the suspensions were shown to be in good agreement with calculations
for a reasonable choice of interfacial resistance on the particle/liquid interface. The
effect of particle aspect ratio on the suspension’s thermal conductivity was further dem-
onstrated and compared with theory by reducing the nanotube length through intense
ultrasonication. The effect of particle aggregation on the thermal conductivity was also
investigated by destabilizing previously stable suspensions with ethanol addition, which
causes surfactant desorption and bundling of nanotubes. The measured thermal conduc-
tivities were correlated with absorption measurements and microscopic visualizations to
show that particle aggregation decreases the thermal conductivity of the nanofluid by
reducing the effective particle aspect ratio. �DOI: 10.1115/1.4001364�

Keywords: nanofluid, multiwalled nanotubes, thermal conductivity, aspect ratio,
agglomeration, interfacial resistance, effective medium theory

1 Introduction

Recent experimental studies on conductive heat transfer in
composite materials have shown a significant enhancement of
thermal conductivity with the addition of nanoparticles �1–5�. In
particular, a number of experiments have investigated the thermal
properties of suspensions of carbon nanotubes �CNTs� in liquids
�6–9�. The increase in thermal conductivity has been attributed to
the unique thermal and physical properties of CNTs, for instance,
their high thermal conductivity, which, for single-walled nano-
tubes �SWNT�, is five to ten times greater than that of even very
good thermal conductors such as aluminum or copper and is com-
parable with the thermal conductivity of diamond. With diameters
ranging down to 1 nm and lengths on the order of microns, CNTs
can have length-to-diameter ratios as high as 103. There has been
disagreement in the literature as to whether existing macroscopic
theories adequately describe the effective thermal conductivity of
these nanofluids. Initial experiments reported enormous, “anoma-
lous” thermal-conductivity enhancements in nanofluids containing
both spherical particles and nanotubes �1–12�. This stimulated a

number of theoretical analyses of possible heat-transfer amplifica-
tion mechanisms at the nanoscale. Brownian motion �13–18�, par-
ticle clustering �19–24�, and ballistic phonon transport �25� have
all been evaluated as possible mechanisms behind the remarkable
thermal conductivity increase in nanofluids. However, later theo-
retical work by Nan et al. �26� pointed out that, when the unusu-
ally high aspect ratio of CNTs is taken into account, the experi-
mental data for carbon-nanotube suspensions at least are within
the bounds of effective medium theory �EMT�. The predictions of
EMT have been experimentally validated for suspensions of
micron-sized SiC particles �27�, but not for nanotubes, which have
larger aspect ratios and can have significant thermal resistance at
the particle/liquid interface due to their small size.

This work details an experimental study of the effective thermal
conductivity of aqueous suspensions of multiwalled nanotubes
�MWNTs�. Careful characterization of the nanotube aspect ratio
and dispersion states allows for quantitative comparison with
EMT. The length of the dispersed nanotubes was varied to directly
show the influence of aspect ratio on the effective conductivity of
the nanofluid. The effect of particle dispersion state and aggrega-
tion on the thermal conductivity of the nanofluid was also inves-
tigated by varying the surfactant-to-nanotube mass ratio and the
absolute concentration of surfactant, as well as destabilizing al-
ready dispersed samples by means of ethanol addition. The ex-
perimental data are analyzed in light of Nan’s EMT theory.
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The theoretical basis of describing heat transfer in composite
materials dates back to Maxwell �28�, who derived an expression
for the effective electrical conductivity of a medium containing
dispersed macroscopic spheres, which can be successfully applied
to thermal conductivity as well. Later, this approach was general-
ized for the case of spheroidal inclusions by Fricke �29�. Both
models deal with macroscopic particles because they neglect ther-
mal resistance at the particle/matrix interface, which can play an
important role in heat transport as the characteristic scale de-
creases. Nan et al. �26� incorporated interfacial thermal resistance
into an effective medium theory for the thermal conductivity, k, of
a composite material containing spheroidal particles:

k = kb�1 +
��2�11 + �33�

3 − ��2�11L11 + �33L33�
� �1�

where

�ii =
kii − kb

kb + Lii�kii − kb�
�2�

The so-called depolarization factors for a prolate spheroid are
given as

L11 =
a2

2�a2 − 1�
−

a

2�a2 − 1�3/2cosh−1 a

L33 = 1 − 2L11 �3�
The thermal conductivities of the dispersing �base fluid� and dis-
persed �particle� phases are kb and kp, respectively, and � is the
volumetric concentration of dispersed spheroids. The length-to-
diameter aspect ratio of the spheroidal particles is a. To include
interfacial resistance, RK, on the liquid-solid boundary, equivalent
thermal conductivities of inclusions along two spheroidal axes are
introduced �30�:

k33 =
kp

1 + 2kpRK/L

k11 =
kp

1 + 2kpRK/d
�4�

In the above equations, d and L are the diameter and the length of
a spheroid.

As seen from the theory, the effective thermal conductivity of
suspensions depends not only on particle conductivity and volume
fraction but also on the aspect ratio of the dispersed particles.
Carbon nanotubes typically have very high length-to-diameter ra-
tios, in addition to high thermal conductivity, and thus would ap-
pear to be ideal filler materials for an efficient heat-transfer fluid if
added at even very low volume fractions. However, neat �non-
functionalized� nanotubes tend to agglomerate or form bundles in
many fluids, such as water. Moreover, because of the size of
MWNTs, interfacial resistance can reduce the effective thermal
conductivity of the suspension. In the following, we systemati-
cally investigate the impact of both nanotube aspect ratio and
dispersion state on the effective thermal conductivity of aqueous
suspensions of surfactant-stabilized MWNTs. In addition to
thermal-conductivity measurements, the nanofluid samples were
characterized through a combination of transmission-electron-
microscopy �TEM� imaging, optical microscopy, and absorbance
measurements, to enable quantitative comparison with theory. It is
shown that EMT predictions are consistent with the measured
conductivities for a reasonable choice of interfacial resistance.
The particle aspect ratio and agglomeration state are found to have
a profound effect on the effective thermal conductivity of the
MWNT suspension, as can be expected from EMT.

2 Experiment and Methods
The nanotube suspensions were prepared in two steps. First,

sodium dodecylbenzene sulfonate �NaDDBS� �Sigma-Aldrich, St.

Louis, MO� was mixed with water at mass fractions ranging from
10 to 200 g/l. The mixtures were sonicated and stirred vigorously
until the surfactant was dispersed completely. Then, MWNTs
�Nanostructured and Amorphous Materials, Inc., Houston, TX�
were added to the solution to obtain nanofluids with particle vol-
ume concentrations from 0.01% up to 1%. The surfactant-to-
nanotube mass ratio ranged from 5 to 100. After mixing, all sus-
pensions were sonicated again in a low-power bath sonicator for
30 min to ensure even dispersions.

The thermal conductivity of nanofluid suspensions was mea-
sured using a transient hot-wire apparatus �KD-2 Thermal Prop-
erties Analyzer, Decagon Devices, Pullman, WA�. The hot-wire
device, which utilizes the classical solution of the heat-transfer
equation for sudden heating of a thin probe �wire� immersed in a
testing material, conforms to ASTM D5334 and IEEE 442-1981
standards for determining thermal conductivity. The material’s
conductivity is determined from the rate of temperature rise at a
constant heating rate. In the KD-2, the heating wire and tempera-
ture sensor are encapsulated in a metal sheath to avoid possible
problems caused by electrically conductive fluids. The device’s
stated accuracy of 5% was confirmed by reproducing the literature
values for thermal conductivities of ethanol, mineral oil, glycerin,
and ethylene glycol.

Every experimental data point for thermal conductivity was ob-
tained by averaging five consecutive measurements at
20.0�0.3°C. Error bars on shown figures represent the 95% con-
fidence interval for expected mean values of thermal conductivi-
ties. To keep temperature constant, the suspension and hot-wire
apparatus were immersed in a recirculating thermal bath. Main-
taining steady temperature is essential for the hot-wire method
because convection can significantly distort the temperature field
around the probe and corrupt the measurements. In the present
study, the temperature variation did not exceed 0.1°C for repeated
measurements of a single sample and differed by a maximum of
0.3°C from the one sample to another. Even though the enormous
increase in thermal conductivity of nanofluids in some recent
studies has been attributed to possible problems with hot-wire
probes �31�, recent data by Li et al. �32� show good agreement
between hot-wire and steady-state cut-bar results for aqueous
Al2O3 nanofluids at room temperature. Also, Louge and Chen �33�
showed recently that particle migration due to the temperature
gradient away from the hot wire toward cold regions, the so-called
positive thermophoresis, cannot be responsible for the anomalous
increase in thermal conductivity of nanofluids. Thus we conclude
that the hot-wire technique used in present study is an accurate
method for measuring thermal conductivity of nanotube suspen-
sions.

In order to carry out a full comparison of experimental data
with theory, we need to know the detailed morphology of the
nanotubes. The multiwalled nanotubes used in this study are short,
with nominal lengths of 0.5–2 �m and outer diameters of 30–50
nm, as reported by the manufacturer. Such nanotubes having rela-
tively low-aspect ratio are better dispersible than those of higher
aspect ratio and are also likely to be easier to characterize. Actual
CNT diameter and length distributions were obtained from TEM
images. In order to carry such TEM analysis, the nanofluid was
diluted with 1:100 with ethanol to remove the surfactant from the
nanotubes. The resulting suspension, which was blotted onto a
TEM-thin substrate, contained around 1010 tubes per ml, which
was sufficiently concentrated for TEM analysis, but still low
enough to remain stable for handling. Figure 1 shows a represen-
tative TEM image of a sample prepared from a suspension origi-
nally containing 0.1% CNTs by volume. The diameters and
lengths of a total of 216 CNTs were measured from five such
TEM images of the nanotube suspension. For tubes that were
curved, the arclength �contour length� along the tube was mea-
sured. The measured diameters of the individual nanotubes ranged
from 11 nm to 38 nm, while the lengths were as high as 1.4 �m.
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Using the experimentally determined aspect-ratio distribution, we
calculated the volume-weighted average aspect ratio as

āV =

�
i

aiVi

�
i

Vi

�5�

where ai and Vi are the aspect ratio and volume of ith nanotube.
For the as-prepared samples �without aggressive tip-sonication to
break the nanotubes, as discussed later�, the overall volume-

weighted aspect ratio was 32.9, while the aspect ratios of indi-
vidual nanotubes ranged from 2 up to 80.

3 Results and Discussion I: Thermal Conductivity of
Nanofluids

As the first step of this work, we evaluated the effect of nano-
tube dispersion characteristics on the thermal conductivity of
surfactant-stabilized nanofluids for surfactant ratios from 1 up to
200 g per 1 l of water �Table 1�. NaDDBS was chosen as the
surfactant because of its efficiency in dispersing nanotubes. Islam
et al. �34� reported that �63% of SWNTs were individualized in
aqueous NaDDBS suspensions for CNT concentrations as high as
20 g/l ��2% volume fraction for SWNTs� and that those suspen-
sions remained stable much longer than those containing sodium
dodecyl sulfate �SDS� or Triton X-100. Islam et al. also found an
optimal surfactant-to-SWNT mass ratio of 10:1 that resulted in
stable suspensions for over 3 months at concentrations up to 20
g/L. In our aqueous suspensions with nanotube volume fractions
ranging from 0.01% up to 1%, we observed good stability in all
samples with NaDDBS concentration below �20 g / l. No aggre-
gation or sedimentation was detected in these samples during a
period of a few weeks �Fig. 2�. However, above a critical NaD-
DBS concentration of �20–50 g / l, sedimentation occurred re-
gardless of the nanotube volume fraction. This is seen in Figs.
2�a� and 2�b�, which shows suspensions containing 0.01% up to
1% of MWNTs and 5� and 100� mass ratios of surfactant. It is
clearly seen that sedimentation occurred in samples with different
nanotube volume fractions but at the same critical concentration
of surfactant.

The critical concentration of NaDDBS at �20 g / l is believed
to be due to a surfactant phase transition. Although no detailed
phase diagram is available for the CNT-NaDDBS-water system,
the suspension may behave similarly to a SDS-water system, in

Fig. 1 TEM of dried sample originally containing 0.1% vol
MWNTs. Such images were used to measure the length and
diameter distribution of nanotubes in suspension.

Table 1 NaDDBS and MWNT concentrations in nanofluids

NT volume
fraction

�%�

Surfactant concentration at 5�
surfactant ratio

�g/l�
10�
�g/l�

20�
�g/l�

100�
�g/l�

0.01 1.0 2.0 4.0 20
0.02 2.0 4.0 8.0 40
0.03 3.0 6.0 12 60
0.05 5.0 10 20 100
0.08 8.0 16 32 160
0.1 10 20 40 200
0.2 20 40 80 -
0.5 50 100 200 -
1 100 200 - -

Fig. 2 Suspensions with NaDDBS to CNT mass ratios „a… 5� and „b… 100�
1 week after preparation. From right to left, the MWNT volume fractions are
0.01%, 0.03%, 0.05%, 0.1%, and 1% vol. The unstable suspensions, which
had NaDDBS concentrations exceeding 20–50 g/l, are indicated with black
borders.
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which a micellar regime extends up to 40% surfactant concentra-
tion by weight, followed by a hexagonal phase with more compli-
cated surfactant structure or mixed regimes �35�. Such a transition
would explain the critical volume fraction of NaDDBS of ap-
proximately 20–50 g/l that we observe in the MWNT suspensions.
It should be noted that the sample testing temperature of 20°C is
below the reported Krafft temperature for NaDDBS water �36�;
however, the presence of a third component such at CNTs can
alter the Krafft point of the system.

The measured thermal conductivity increases for NaDDBS-
stabilized suspensions containing from 0.01% up to 1% nanotubes
by volume are presented in Fig. 3. The thermal conductivity in-
creases are almost linear with CNT concentration for samples con-
taining less than �20 g / l of NaDDBS, which is the maximum
surfactant concentration for which nanofluid stability was ob-
served. For the MWNTs used, an optimum surfactant-to-CNT
mass ratio of 10:1 yielded the largest increase in thermal conduc-
tivity for a given CNT volume fraction. The difference is most
apparent for CNT concentrations approaching 0.1% by volume.
The existence of such an optimum surfactant ratio suggests that
the dispersion state of the nanotubes in suspension in some way
affects the thermal conductivity of the CNT suspension. It should
be noted that it appears to be a coincidence that the optimum
surfactant concentration is the same as that reported by Islam et al.
�34� for SWNTs, since it likely depends on type and diameter of
nanotubes �e.g., MWNT versus SWNT�.

Once the nanofluids become unstable against aggregation and
settling, their thermal conductivity cannot be readily compared
with EMT, which was developed under the assumption that the
suspension contains a stable concentration of particles of fixed
aspect-ratio distribution. Thus, it is not possible to compare all
data presented in Fig. 3 with EMT predictions. We instead com-
pare the measured thermal conductivities with the predictions of
effective medium theory for only the well-dispersed suspensions
in which the thermal-conductivity enhancement is almost linear
with CNT volume fraction ���0.1%�. This linear regime corre-
sponds to NaDDBS surfactant concentrations less than 20–50 g/l.
Beyond this surfactant concentration, the nanotubes aggregate and
sediment out of suspension, as seen in the images of Fig. 2. Be-
cause of the critical surfactant concentration of �20 g / l, the ther-
mal conductivities obtained for different surfactant-to-MWNT-
ratios reach their maxima at different nanotube concentrations, as
can be seen by comparing the peaks of the 5�, 10�, 20�, and
100� lines in Fig. 3. In the following, we compare our experi-
mental data with theoretical predictions only for the stable, well-
dispersed suspensions of volume fraction ��0.1%.

In order to make such quantitative comparison with theory, sev-
eral additional parameters should be known: �1� the aspect ratio of
the dispersed particles, �2� the interfacial resistance between the
particles and fluid, and �3� the thermal conductivities of both solid

and liquid phases. For the aspect ratio, it was previously shown
that for a suspension containing particles of widely varying
aspect-ratio, the volume-weighted average aspect ratio is the ap-
propriate measure of aspect ratio to use in Eq. �3� �27�. In the
present case, based on TEM measurements of the aspect-ratio dis-
tribution for our MWNTs in suspension, we use a volume-
averaged aspect ratio of 32.9 in Eq. �3� for MWNTs.

The Kapitza, or interfacial resistance �37�, RK, becomes in-
creasingly important as the size of dispersed particles decreases
since the total surface area of particle/liquid interface is increas-
ing. It can be expressed as a Kapitza length, LK, as the thickness
of a liquid or solid layer equivalent to the interface from the
thermal point of view:

LK = kiRK �6�

where ki is either kb or kp. When the thermal conductivity of the
dispersed phase is extremely high �e.g., CNTs� and/or the particles
are small such that LK is comparable to the characteristic dimen-
sions of the particle, measurable effects due to interface resistance
to heat transport can be expected. For many solid/liquid inter-
faces, the Kapitza resistance is typically of the order
10−8 m2 K /W. Molecular-dynamics simulations have reported an
interfacial resistance in the range of �4.5–14.7��10−8 m2 K /W
for SWNTs in octane �38�. These results are believed to be repre-
sentative of SWNTs in non- or slightly polar solvent molecules.
Experiments by Huxtable et al. �39� find an interfacial resistance
of 8.3�10−8 m2 K /W for single-walled carbon nanotubes sus-
pended in SDS micelles in water. Based on an estimated interfa-
cial resistance of 8.3�10−8 m2 K /W, a typical Kapitza length
would be estimated to be 45 nm for a base fluid of thermal con-
ductivity kb=0.56 W /m K, as in our case. However, there are
currently no data on the interfacial resistance of NaDDBS-
stabilized carbon nanotubes in aqueous suspension. As for the
interfacial resistance in other nanoscale systems, RK values above
10−8 m2 K /W are usually referred only to weakly bonded �non-
wetting� interfaces �40�. For strongly bonded interfaces �for ex-
ample, AuPd nanoparticles in water�, reported resistances are
around 10−8 m2 K /W and even lower �41,42�. Molecular-
dynamics simulations for wetting systems have reported Kapitza
lengths of order 1 nm, corresponding to an interfacial resistance of
10−9 m2 K /W �43�. In our later analysis, we will take RK to be an
unknown parameter and use the measured suspension thermal
conductivities in order to estimate RK from an EMT curve fit.

In addition to the interfacial resistance, the thermal conductivi-
ties of both dispersed and dispersing media must be known in
order to compare the experimental data with theoretical predic-
tions. The thermal conductivity of the base fluid was measured
directly for each surfactant concentration. The reported thermal
conductivity of MWNTs varies widely in the literature but fortu-
nately has minimal impact on the effective conductivity of the
suspension once the ratio of conductivities of suspended and sus-
pending media, �=kp /kb, is high enough �27�. For spherical par-
ticles, further increase in particle thermal conductivity after �
	100 has little impact on the resulting k, i.e., k saturates at

k = kb
1 +
3�

1 − �
� �7�

for ��100. For the aspect ratio of the particles used in this study
�a=32.9�, kp has only minimal effect on the effective suspension
conductivity when the particle-to-fluid conductivity ratio exceeds
2000 and has essentially no effect for ��5000. Measured MWNT
thermal conductivities vary depending on the diameter of nano-
tubes and the measurement technique. Measurements using a mi-
crofabricated suspending device with the length of 2.5 �m by
Kim et al. �44� and Small et al. �45� have shown a thermal con-
ductivity exceeding 3000 W/m K for individual MWNTs with di-
ameters of 14 nm. This result should be even higher if thermal
contact resistance �TCR� at the nanotube-measuring device junc-

Fig. 3 Measured thermal conductivities of aqueous suspen-
sions of MWNTs. Mass ratio of NaDDBS to MWNTs is indicated
in legend.
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tion is taken into account �46�. To avoid possible errors caused by
TCR, Li et al. �47� recently introduced a noncontact, Raman-
spectra-shift method. The thermal conductivity of extremely long
MWNT with length L=60 �m and d=8.2 nm was found to be
1400�250 W /m K. Fujii et al. �48� showed that the kp of
MWNTs dropped from 2069 W/m K to around 500 W/m K as the
nanotube diameter changes from 9.8 nm to 28 nm. Choi et al. �49�
measured the thermal conductivity of MWNTs to be 630–850
W/m K with a 3-	 method for d=42–45 nm nanotubes, and later
found kp=300 W /m K for d=20 nm MWNTs utilizing a four-
point-probe variation in the 3-	 method to eliminate possible
TCR effects �50�. Somewhat surprisingly, the thermal conductiv-
ity of the thinner nanotube turned out to be smaller even though
the thermal resistance effect was minimized. A number of other
experimental studies have reported MWNT thermal conductivities
similar to those of Choi et al. �49�. Shioya et al. �51� found kp
=950 W /m K for 10 nm in diameter tubes by measuring the ther-
mal conductivity of MWNTs pillars. Yang et al. �52� obtained a
thermal conductivity of only 200 W/m K, but no information was
provided about tube diameter. The results of Shioya et al. �51� and
Yang et al. �52� are indirect methods in which the thermal con-
ductivities of individual tubes are calculated from measured ther-
mal properties of MWNTs pillars and films correspondingly. We
summarize the above data on the thermal conductivity of MWNTs
in Fig. 4. Although reported thermal conductivities differ, it is
apparent in general that the conductivity of MWNTs depends on
nanotube diameter �decreasing with increasing number of carbon
layers� and length �saturating at some length�. Based on the data,
we conclude that kp=1000 W /m K is a reasonable estimate of
the thermal conductivity of our MWNTs, which have a volume-
weighted average diameter of 21.6 nm. Higher thermal conduc-
tivities were only reported for single-walled nanotubes and multi-
walled nanotubes with diameter less than 10–15 �m, while lower
thermal conductivities were typically only reported for thicker
nanotubes �with the exception of one of the results of Choi et al.
�50��. For the moderate aspect-ratio particles of the present study,
variations in the value of kp about the estimated value of 1000
W/m K would have a minimal effect on the thermal conductivity
of the suspension, as �	1700. It should be noted that the data in
Fig. 4 represent the axial thermal conductivity of the MWNT. The
thermal conductivity in the radial direction is much less and com-
parable with that of graphite �52,53�. We use value of 5.6 W/m K
in our calculations �53�.

Using the estimated axial and radial thermal conductivities of
MWNTs from the literature, the measured thermal conductivities
of the suspensions are compared with EMT predictions in Fig. 5
for various Kapitza resistances. It can be seen that the measured
thermal conductivities are approximately linear with particle vol-
ume fraction, as expected from EMT at these low concentrations.
The thermal-conductivity increase goes up to 8% for the nanofluid
containing 0.1% MWNTs by volume. It should be noted that,

while such an enhancement is small in absolute terms, it is none-
theless significant in light of the very small volume fraction of
particles. In other words, had the particles been of lower aspect
ratio and thermal conductivity than the nanotubes, it is likely that
no detectable increase in thermal conductivity would be found for
a particle volume fraction of only 0.1%. However, the measured
conductivities for the MWNT suspensions are higher than pre-
dicted by EMT if the Kapitza resistance is 10−8–10−7 m2 W /K.
The data suggest an interfacial resistance of order 10−9 m2 W /K,
which is indicative of a strongly bound system, and is lower than
reported for SDS-stabilized suspensions of MWNTs �39�. It is,
however, of the same order as reported by molecular-dynamics
simulations for a wetting liquid-solid interface �43�. We note that
a higher interfacial resistance of RK	10−8 m2 /W K would be
predicted to cause a significant decrease in the effective thermal
conductivity for suspensions of sufficiently small spherical nano-
particles. However, no such results have been reported. All data
for nanofluids containing spherical particles show an increase in
thermal conductivity �1–5,54�. The strong adsorption of the NaD-
DBS onto the nanotube surface may reduce the thermal interfacial
resistance as compared with the neat interface or to SDS-
stabilized nanotubes. Additional data on RK for CNTs in aqueous
suspension with NaDDBS are desirable to confirm the interfacial
resistance value of 10−9 m2 W /K suggested by the EMT curve
fits to our experimental data.

Of the parameters that could affect the EMT calculations, the
volume fraction of the dispersed particles and the thermal conduc-
tivity of based fluid were measured directly and are unlikely to
bias the results. It is also unlikely that percolation is significant
since the suspensions used in present study are dilute enough for
particles to rotate freely with no tube-tube interactions. The tran-
sition from this “dilute” regime to the “semidilute” regime where
particles can interact occurs at a crossover volume fraction �0
defined as the following �55�:

�0 	 24
 d

L
�2

�8�

For nanotubes with an aspect ratio of 32.9, this critical volume
fraction is about 2.2% vol, and we capped our experiments at 1%
vol. Moreover, the enhancement in thermal conductivity due to
percolation would be more pronounced at higher concentrations,
which is not seen in the data here. The thermal conductivity of the
MWNTs, as shown before, also has a minimal effect on EMT-
predicted thermal conductivities for such large �.

Fig. 4 Reported axial thermal conductivities of MWNTs as a
function of tube diameter

Fig. 5 Measured thermal conductivities of aqueous suspen-
sions of MWNTs compared with EMT calculations for different
Kapitza resistances. Different symbols indicate different
surfactant-to-MWNT mass ratios.
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One possible mechanism affecting heat transfer in the MWNT
suspensions, which is not accounted for by EMT, is the bending of
the nanotubes. The persistence length, LP, of long objects depos-
ited and equilibrated on a 2D surface is given by �56�

�LEE
2 
 = 4LPLC�1 −

2LP

LC
�1 − e�−1/2LP��� �9�

where LC is the contour length and LEE is the end-to-end length of
the nanotubes. From images of our MWNTs dried onto the TEM
grid, we calculated the persistence length for our MWNT samples
to be LP=397 nm, which is considerably shorter than the volume-
weighted average length of 771 nm. This relatively short persis-
tence length is consistent with recent data by Lee and Yun �57�
who measured persistence lengths to be only 271 nm for 21 nm in
diameter MWNTs with a volume-weighted contour length of
1.3 �m. Theoretical calculations by Arroyo et al. �58� also esti-
mate persistence lengths of about 500 nm for MWNTs. Since the
majority of tubes in our suspensions are longer than LP, the nano-
tubes can experience significant bending due to the thermal fluc-
tuations. This thermally driven bending motion may enhance heat
transfer in this suspension, although is it unlikely to be a first-
order effect. It should be noted that this motion is not purely
Brownian rotation or translation and is distinct from the
Brownian-motion effect that has been previously considered as a
possible contributor to the thermal-conductivity enhancement in
nanofluids �13,15,18�. The possible effect of nanotube curvature
on the thermal-conductivity enhancement of a nanotube suspen-
sion has also been considered by Deng et al. �59�.

4 Results and Discussion II: Aspect-Ratio Effect on
Thermal Conductivity

We next attempted to reduce the nanotube length by ultrasoni-
cation in order to directly investigate the effect of particle aspect
ratio on the thermal conductivity of the suspensions. Sonication,
depending on its intensity, is not only a powerful tool for dispers-
ing particles in the suspensions by untangling the agglomerates
but can also damage and break nanotubes, especially at defect
sites. Milder bath sonication is reported to have little effect on
nanotube structure and is used widely for dispersing nanotubes
�34�, while more powerful tip sonication is a typical method to
shorten CNTs �3,60�. Experiments by Yang et al. �7� show a re-
duction in nanotube aspect ratio from 300 down to 49 after only 5
min of tip-sonication of an oil-based MWNT suspension. Further
shortening to a=30 was obtained after an additional 25 min of
ultrasonication. In this study, we used tip-sonication to reduce the
aspect ratio of the MWNTs in aqueous dispersion and further
investigate the thermal conductivity of a MWNT suspension with
fixed nanotube volume fraction, but varying particle shape.

We compared suspensions containing 0.1% MWNTs by volume
and 10� fraction of surfactant by weight because this sample
showed significant stability against aggregation and sedimenta-
tion. Measurements of the optical absorbance that will be shown
later indicate that nanofluid in this case is well dispersed and
contains mostly individualized nanotubes.

The sonication time varied from 5 to 15 min in a high-power
tip-sonicator. Unlike the bath sonication we used for initially dis-

persing the nanotubes, the tip-sonication was very intense and
accompanied by extensive cavitation and heating. All samples
were allowed to cool every 5 min to minimize the effects due to
elevated temperature. For every sample, the nanotube diameter,
contour length LC and end-to-end length LEE of at least 145 nano-
tubes were measured from several TEM micrographs �Table 2�.
The volume-averaged aspect ratio was then calculated from the
measured aspect-ratio distribution. As seen in Fig. 6, the initially
broad aspect-ratio distribution narrowed and shifted toward
shorter particles after sonication. The volume-weighted aspect ra-
tio of MWNTs was reduced from 32.9 to 20.3 after 5 min of
tip-sonication, and ultimately reduced to 14.5 �a factor of 2 from
the original length� after a total of 15 min of sonication �Table 2�.

The thermal-conductivity measurements were coupled to TEM
characterization of the aspect ratio of MWNTs in aqueous suspen-
sion after varying tip-sonication times. As seen in Fig. 7, the
thermal-conductivity enhancement of the suspension �0.1%
MWNTs by volume� dropped in half, from 8% to 4%, after the
first 5 min of sonication. The thermal conductivity was reduced
even more, to 1%, after 10 min of processing, but was then insen-
sitive to further sonication. The decrease in conductivity was cor-
related with the decrease in MWNT aspect ratio, which dropped
rapidly initially, and then was essentially unchanged after 10 min
of tip-sonication. However, comparison with EMT indicates that
the decrease in thermal conductivity with decreasing aspect occurs
somewhat faster than predicted by theory, assuming the measured
aspect ratios given in Table 2. Such a greater than predicted drop
in thermal conductivity is likely to be a consequence of a reduc-
tion in the thermal conductivity of the MWNTs themselves due to
sonication-induced defects in their structure �60,61�. Such defects,
which also limit the thermal conductivity of very long nanotubes,
lead to enhanced phonon scattering and a reduction in the phonon
mean free path and thermal conductivity of the CNTs. The differ-
ence in the rate of nanofluid thermal-conductivity change with
aspect ratio between our experiment and EMT may thus be attrib-
utable to the fact that the calculations assume a constant kp. None-
theless, the results clearly show that the effective thermal conduc-
tivity of the MWNT suspension is a direct function of particle
aspect ratio, as predicted by EMT.

It should be noted that, since the nanofluid was already well
dispersed by the initial bath sonication, the additional tip-
sonication acts mostly to shorten the nanotubes rather than to
further individualize them. In fact, any possible breakup of exist-
ing nanotube agglomerates by the tip-sonication should only in-
crease the conductivity with sonication time, which is opposite to
the observed trend.

5 Results and Discussion III: Aggregation Effect on
Thermal Conductivity

The effective aspect ratio of MWNTs in suspension can also be
affected by particle agglomeration into low-aspect-ratio flocs. In
order to investigate the effect of MWNT flocculation on the
nanofluid’s thermal conductivity, we destabilized the surfactant-
stabilized aqueous suspensions with the addition of ethyl alcohol
and carried out a further set of thermal-conductivity measure-

Table 2 Measured characteristics of MWNTs for varying durations of intense tip
ultrasonication

Sonication time
�min� N of particles

d̄
�nm�

d̄V
�nm�

L̄C
�nm�

L̄C �V
�nm� aV

0 216 21.6 24.3 587 772 32.9
5 169 21.3 25.0 313 513 20.3
10 145 22.4 24.0 250 350 15.0
15 253 22.1 26.3 198 390 14.5
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ments. These measurements were coupled with microscopic ob-
servations and absorption measurements of destabilized suspen-
sions.

Ethyl and methyl alcohol are widely used for removing surfac-
tant adsorbed on nanotube surfaces. Experiments by Zhang et al.
�62�, aimed at investigating the effectiveness of different CNT-
surface-cleaning procedures in order to improve the electrical con-
tact between nanotube and the electrode in CNT field-effect tran-
sistors, showed complete removal of SDS from SWNT surfaces
by means of ethanol immersion. Such desorption of surfactant
from the nanotubes after addition of alcohol promotes the aggre-
gation of nanotubes into larger agglomerates �63�.

The optical signature of the particle aggregation process was
studied with measurements of the absorption

A = − log10
 I

I0
� �10�

where I and I0 are transmitted and incident light intensities �64�. I0
was taken to be the transmitted light intensity of the base fluid in
absence of the particles. Thus, the calculated absorbance corre-
sponds to the absorbance due to dispersed nanotubes only, not
including any absorbance due to the surfactant-water-ethanol base
fluid. Absorption was determined by passing a helium-neon laser
through samples housed in a glass cuvette and by measuring the
transmitted intensity with a photodiode. A cuvette of short path
length of 1 mm allowed the use of fairly concentrated suspensions
of nanotubes. This was first done for the suspension containing
0.1% MWNTs by volume and 10� fraction of surfactant by
weight without alcohol. As seen in Fig. 8, the measured absor-
bance for the sample approaches a plateau after an initial decay

Fig. 6 Aspect-ratio distributions for MWNTs before and after varying durations of in-
tense tip ultrasonication

Fig. 7 Measured thermal conductivities of 0.1% vol MWNT
suspensions as a function of volume-weighted particle aspect
ratio

Fig. 8 Measured absorbance as function of time for nano-
fluids containing different fractions of ethanol
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over �100 min. The plateau in absorbance is about 80% of the
initial absorbance, which corresponds to an �20% drop in the
nanotube concentration according to the Beer–Lambert law, which
postulates that absorbance is linearly proportional to the molar
concentration of dispersed particles, c:

A = 
�c �11�

Here, 
 is a molar absorptivity of the absorber and � is the path
length. In practice, Eq. �11� holds for A	1, and at higher absor-
bances the dependence between the absorbance and the concen-
tration can become nonlinear due to interparticle interaction, e.g.,
shading effects. The initial decrease in absorbance indicates that
mild agglomeration occurs in the suspension during the first 2 h.
Overall, however, consistent with visual observation, we conclude
that the bath-sonicated nanofluid containing 0.1% of MWNTs by
volume and 10� fraction of surfactant is well dispersed and stable
since the absorbance remains relatively constant for at least 22 h
after the slight initial decay.

Nanotube agglomeration was then induced by diluting aqueous
nanofluid of an initial 20g/l mass fraction of NaDDBS with etha-
nol. By varying the initial volume fraction of MWNTs, the vol-
ume fraction of nanotubes after the addition of varying amounts of
ethanol was maintained constant at 0.1% for all suspensions. Be-
fore the addition of ethanol all suspensions showed good stability
as evidenced by absorbance measurements. After mixing the base
nanofluid with ethanol at 1:1 �S1�, 2:1 �S2�, and 3:1 �S3� ratios,
absorption measurements showed immediate agglomeration of
MWNTs, with initial �t=0� absorbances lower than the absor-
bance of the nanofluid in the absence of ethanol. Large MWNT
flocs can be seen in optical micrographs �Fig. 9� of the ethanol-

destabilized suspensions, with the largest agglomerates seen for
the highest ethanol fraction. For comparison, optical micrographs
of the original 0.1% vol suspension are also shown in the Fig. 9.
Sedimentation of the large MWNT agglomerates in the destabi-
lized suspensions then causes decay in absorbance as absorbing/
scattering particles are removed from the light path. The almost
exponential decay in absorption after an initial agglomeration/
settling time is consistent with classical Mason–Weaver theory for
the sedimentation of small particles under a gravitational force
�65�. The initial desorption of surfactant from the nanotubes �and
consequent change in light absorption due to particle aggregation�
is nearly instantaneous, however, and correlated with the amount
of added ethanol.

The microscopic observations and absorption measurements of
destabilized suspensions were coupled with thermal-conductivity
measurements of the 0.1% MWNT suspensions �Fig. 10�. Suspen-
sion thermal conductivities were measured starting 10 min after
the ethanol was added and then every 10 min for 3 h. An addi-
tional, final measurement was taken 24 h after the addition of
ethanol. The least-diluted �S3� suspension, containing 0.1%
MWNT and ethanol at 1:3 ratio to the base fluid, showed a
thermal-conductivity increase of 6.8%, compared with a thermal-
conductivity enhancement of 8.6% averaged over 24 h period for
the aqueous-NaDDBS suspension without ethanol �Fig. 10�. For
the �S2� suspension containing a 1:2 ethanol/base fluid ratio, the
mean thermal-conductivity increase was 4.6%, while the �S1� sus-
pension diluted 1:1 with ethanol showed no enhancement in ther-
mal conductivity for the same 0.1% by volume MWNT loading.
As seen from Fig. 10, the thermal conductivity remains stable for
all suspensions during the 24 h observation time. The sedimenta-

Fig. 9 Optical micrographs at different magnifications of suspensions containing 0.1% vol MWNTs. Aqueous
suspensions without ethanol are shown in „a… and „c…, while aqueous suspensions containing 50% ethanol by
volume „S1… are shown in „b… and „d….

082402-8 / Vol. 132, AUGUST 2010 Transactions of the ASME

Downloaded 05 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tion times for the destabilized suspensions are much less than 24
h, however. In the thermal-conductivity test cell �which has a
different height than the absorption cuvette�, complete sedimenta-
tion for the S1 sample occurs about 1.5 h after the addition of
ethanol. The Stokes sedimentation law can be used for a simple
estimate of sedimentation time:

t =
4.5�H

��p − �b�gr2 �12�

where H is the characteristic height, g is the gravity, � is the
viscosity of a base fluid, and �p and �b are the densities of dis-
persed and dispersing phases, respectively. Since sedimentation
time is proportional to the height, we expect complete sedimenta-
tion in the optical cuvette to occur around five times faster than in
the smaller sample holder used for measuring thermal conductiv-
ity. For instance, full sedimentation in the optical cuvette occurs
after 20 min and 16 h in S1 and S2, while it takes around 1.5 h
and at several days in the thermal-conductivity sample holder.
This means that the first six data points presented in Fig. 10 for S1
were taken when some agglomerates were still suspended in the
liquid, followed by complete CNT sedimentation. However, the
thermal conductivity remained essentially unchanged from its ini-
tial value, indicating a negligible fraction of individualized nano-
tubes �which contribute the most to thermal-conductivity increase�
remained shortly after the addition of ethanol in a 1:1 ratio. The
fact that thermal conductivity does not change significantly over
24 h for all samples means that agglomeration begins immediately
after addition of ethanol, and thereafter the amount of individual-
ized CNTs remains relatively constant. This is consistent with the
absorption measurements, which showed an immediate change in
absorbance with the introduction of ethanol. Thus, the thermal
conductivity is primarily affected by the presence of individual-
ized high-aspect ratio nanotubes in suspension. Once ethanol-
induced surfactant desorption occurs and rapid particle aggrega-
tion begins, the thermal conductivity is essentially unchanged as
low-aspect ratio aggregates contribute negligibly to the suspen-
sion thermal conductivity compared with long, individualized
nanotubes.

6 Conclusions
In summary, we have experimentally validated the EMT predic-

tion that the thermal conductivity of an aqueous suspension is
enhanced by the presence of large aspect-ratio nanotubes. An in-
crease of 8% was found for a MWNT volume fraction of 0.1%.
While small, the enhancement was significant in light of the very

small volume fraction of particles. Sodium dodecylbenzene sul-
fonate was found to be effective in dispersing MWNTs in water
for NaDDBS concentrations up to 20 g/l; higher surfactant con-
centrations destabilized the suspension and reduced the conduc-
tivity enhancement. The optimal surfactant-to-nanotube mass ratio
yielding the highest thermal-conductivity enhancement was found
to be 10:1. The effective medium theory was found to be in a
good agreement with measured conductivities using the TEM-
measured volume-weight aspect ratio of particles, and for reason-
able values for particle thermal conductivity and nanotube/liquid
interfacial resistance. Bending of the MWNTs under thermal
�Brownian� fluctuation and other mechanisms may also influence
the effective thermal conductivity of the suspension. However, no
anomalous increase in thermal conductivity beyond the limits of
what can be predicted by EMT was observed.

Particle aspect-ratio and agglomeration effects on the effective
thermal conductivity of MWNT suspensions were further investi-
gated by directly varying nanotube length by intense tip-
sonication and by destabilizing suspensions with the addition of
ethanol. The effective thermal conductivity of the suspension was
shown to be a direct function of particle aspect ratio, with the
measured thermal conductivity decreasing as the MWNT aspect
ratio was reduced. The experimental data were consistent with
EMT predictions, with a slightly faster reduction in thermal con-
ductivity with decreasing particle aspect ratio possibly due to the
sonication-induced damage to the nanotubes. Particle aggregation,
caused by ethanol-induced surfactant desorption from the
MWNTs, was shown through absorption measurements and mi-
croscopy to occur immediately upon the introduction of ethanol;
slow growth and sedimentation of MWNT aggregates followed.
The thermal-conductivity enhancement due to MWNTs also
changed immediately upon ethanol addition, indicating that the
conductivity increase was due mostly to the presence of long in-
dividualized tubes rather than low-aspect-ratio aggregates. Sus-
pensions showing negligible amounts of individually suspended
tubes also showed zero thermal-conductivity enhancements. Thus,
both the aspect ratio and dispersion state of MWNTs in suspen-
sion are shown to have a profound effect on the effective thermal
conductivity of an aqueous MWNT suspension.

Nomenclature
k 
 nanofluid thermal conductivity

kb 
 base fluid thermal conductivity
kp 
 particle thermal conductivity
� 
 ratio of particle-to-base-matrix thermal

conductivities
� 
 particle volume fraction

�0 
 critical particle volume fraction for transition
from dilute to semidilute regimes

RK 
 Kapitza resistance
LK 
 Kapitza length
d 
 nanotube diameter
L 
 nanotube length

LC 
 contour length of nanotube
LEE 
 end-to-end length of nanotube
LP 
 persistence length of nanotube
a 
 length-to-diameter �aspect� ratio of nanotube
V 
 volume of nanotube
A 
 absorbance
I 
 transmitted light intensity

I0 
 incident light intensity

 
 molar absorptivity of fluid
� 
 path length of transmitted light
c 
 molar concentration of dispersed particles

�ii 
 coefficients in EMT equation �1�
Lii 
 depolarization factors in Eq. �1�
H 
 fluid layer height
g 
 gravity

Fig. 10 Measured thermal conductivities of ethanol destabi-
lized nanofluids. The lower axis is the real time for the thermal-
conductivity measurement. The upper axis shows a time scaled
to allow comparison with the optical absorption measurements
of Fig. 8 „i.e., divided by 5 due to the smaller size of the absorp-
tion cuvette…. For comparison, EMT and Maxwell „spherical-
particle… predictions are shown assuming no interfacial
resistance.
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� 
 viscosity of base fluid
�p 
 density of dispersed particles
�b 
 density of base fluid

Indices
11 
 transverse axis of spheroid
33 
 longitudinal axis of spheroid
p 
 particle
b 
 base fluid
V 
 volume averaged
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Thermal diffusion, the process by which a multicomponent mixture
develops a concentration gradient when exposed to a temperature
gradient, has been studied in order to understand if its inclusion is
warranted in the modeling of single-wall carbon nanotubes
(SWNTs) synthesis by thermal chemical vapor deposition (CVD).
A fully coupled reactor-scale model employing conservation of
mass, momentum, species, and energy equations with detailed gas
phase and surface reaction mechanisms has been utilized to de-
scribe the evolution of hydrogen and hydrocarbon feed streams as
they undergo transport, as well as homogeneous and heteroge-
neous chemical reaction within a CVD reactor. Steady state veloc-
ity, temperature, and concentration fields within the reactor vol-
ume are determined, as well as concentrations of adsorbed
species and SWNT growth rates. The effect of thermodiffusion in
differing reactor conditions has been investigated to understand
the impact on SWNT growth. Thermal diffusion can have a sig-
nificant impact on SWNT growth, and the first approximation of
the thermal diffusion factor, based on the Chapman–Enskog mo-
lecular theory, is sufficient for modeling thermophoretic behavior
within a CVD reactor. This effect can be facilitatory or inhibitory,
based on the thermal and mass flux conditions. The results of this
investigation are useful in order to optimize model and reactor
designs to promote optimal SWNT deposition rates.
�DOI: 10.1115/1.4001099�

Keywords: carbon nanotube, chemical vapor deposition, ther-
modiffusion

1 Introduction
To better understand the subtleties of mass transport and chemi-

cal reaction during single-wall carbon nanotube �SWNT� synthe-
sis within a chemical vapor deposition �CVD� reactor, this paper
presents an investigation into the impact of thermodiffusion on
reactor evolution and carbon nanotube growth. Thermodiffusion,
also called the Soret effect, is the process by which a temperature
gradient induces a concentration gradient in a multicomponent
mixture �1�. In a gaseous mixture, this behavior is attributed to
intermolecular forces and is heavily dependent on species diam-
eter and molecular weight. Typically, larger and heavier molecules
move toward cooler regions �positive thermal diffusion, Fig. 1�,
while smaller and lighter molecules typically move toward
warmer regions �2�. This behavior was initially observed in liq-

uids by Ludwig, and later, theoretically explained in the gas phase
independently by Chapman and Enskog, as detailed in Ref. �1�.

A primary goal of this investigation was to determine if thermal
diffusion warranted incorporation while modeling a tubular car-
bon nanotube �CNT� reactor. Previous investigations of diverse
CVD processes have resulted in controversy as to whether incor-
porating this complex behavior is necessary. Several researchers
have shown that deposition rates can be significantly impacted
due to high temperature gradients and large molecular weight dis-
crepancies common within CVD reactors �3,4�. Conversely, while
modeling a CVD process within a cold wall reactor, Hitchman �5�
demonstrated, through an order of magnitude analysis, that ther-
modiffusion can often be neglected. In this study, we illustrate
complex coupling between thermophretic-induced species trans-
port and reaction mechanisms, warranting its inclusion in model-
ing efforts.

In an effort to investigate the importance and impact of thermo-
phoretic motion on a carbon nanotube CVD synthesis process, a
steady state reactor-scale deposition model of a horizontal tube
flow reactor is being modeled. Thermal diffusion factors were
calculated by the model using a complete first approximation of
the Chapman–Enskog molecular theory. Validation of this method
was conducted against experimental observations. Analysis of the
impact on CNT deposition rates has been conducted with specific
attention to how different deposition regimes are impacted by the
transport phenomena.

The modeled temperature range was selected based on observed
envelopes of single-wall nanotube growth. Methane can spontane-
ously decompose into graphite and hydrogen at temperatures
above 923 K �6�, and poisonous catalyst-substrate reactions �de-
pendent on substrate and nanoparticle materials, as well as particle
size �7–9�� begin occurring around 1273 K. In order to maintain a
high degree of confidence in model results, the parameter space
was maintained within these constraints, between 1023 K and
1198 K. In every deposition case presented in this work, acetylene
concentrations remained well below 0.1 mol % to avoid the depo-
sition of an amorphous carbon film �10�, and within the nanotube
growth regime. In order to ensure that soot and other undesirable
byproducts do not occur in this study, SWNT deposition was mod-
eled for feed stream varying between 1% and 20% methane
�11,12� with the remainder of the flow being hydrogen. This work
was performed as part of a series of investigations with the goal of
better understanding reactor dynamics in the open-air laser in-
duced CVD process presented by Kwok and Chiu �13�.

2 Method of Approach
In order to describe the complex chemical, thermal, and hydro-

dynamic evolution of feed stream gases as they transport through
a horizontal tube flow CVD reactor, a reactor-scale deposition
model, previously presented and validated by the authors, was
utilized. This model �built in COMSOL Multiphysics and described
in detail in Ref. �14�� contains a 20 step chemical reaction mecha-
nism, defining both volumetric and surface chemical reactions for
hydrogen and hydrocarbon feed stream depositing on catalytic
iron nanoparticles. This reaction system was compiled from CVD
investigations conducted by Coltrin and Dandy �15�, Grujicic et
al. �16�, and Klinke et al. �17�. The complete reaction mechanism
is presented in Ref. �14�.

These reactions are coupled with conservation of mass, mo-
mentum, energy, and species equations �Eqs. �1�–�4�� �18�, incor-
porating thermophoretic flux via the DT term

� · ��u� = 0 �1�

�u · �u = � · �− pI + ���u + ��u�T� − �2�

3
��� · u�I� �2�

��− k � T + 	
i

hiND,i� = Q − �Cpu � T �3�
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� · �ji + ��iu� = Ri, ji = − Di
T � ln T − �i	

j=1

n

D̃ijd j �4�

The reactor geometry used for this investigation is based on the
methane deposition work of Ruckenstein and Hu �19�. A sche-
matic of the reactor �L=0.3 m, D=0.02 m� is presented in Fig. 1,
with deposition occurring on iron nanoparticles located on the
heated radial surface. Boundary conditions were applied, as speci-
fied in Ref. �14�.

2.1 Thermal Diffusion Coefficient Calculation. Thermal
diffusion coefficients were defined as kT= �Di

T /�Ðij��xixj /�i� j�,
where kT=�Txixj �20�. Combining these two expressions allows
DT to be calculated via the determination of the thermal diffusion
factor ��T�, as well as the flow properties already computed by the
model. Using the work of Holstein �21�, based on the Chapman–
Enskog molecular theory of gases �22�, �T can be calculated
knowing the species molecular weights and the Lennard-Jones
parameters ��i ,�i�. Using the complete first approximation, with-
out introducing the assumptions that Mj /Mi→0 and xi /xj→0, �T
can be defined as presented in Eq. �5�. Derivations of the compo-
nents of Eq. �5� are presented in Refs. �21,23�

�T =
1

6�ij
�S�i�xi − S�j�xj

X� − Y�
��6Cij

� − 5� �5�

These equations were programmed into COMSOL, which al-
lowed for the direct evaluation of thermal diffusion coefficients,
as well as flow dependant parameters, during each iteration.
Boundary integration was conducted along the surfaces of the
model to ensure that mass and energy were conserved; at most,
0.5% of mass and 1% of energy were unaccounted for within the
computational domain. The model geometry was meshed with a
prescribed cell size at the deposition surface and the cell size was
allowed to expand slightly toward the tube center. The geometry
had 626 elements and 14,546 degrees of freedom; further refine-
ment of the mesh yielded no change in model predictions. The
UMFPACK direct solver was utilized, and the solution time was
0.75–1.5 h on an Intel Core 2 2.13 GHz CPU with 2 GB of RAM.

3 Results and Discussion

3.1 Validation. Validation of the deposition model, not incor-
porating thermodiffusion, has been performed previously by the
authors �14�. Therefore, validation in this work is confined to
verification of the first-order approximation of the thermal diffu-
sion coefficient within the conditions of the CVD reactor. For this
the experimental work of Dunlop and Bignell �24� and Ibbs �25�,
investigating the thermally driven separation in a mixture of H2
and N2 was considered. This mixture was chosen because it most
closely approximated the molecular size and weight of the two
main components of the SWNT deposition model, H2 and CH4.

The model predicts the thermophoretic behavior accurately in
binary systems with low solute mole fractions, i.e., xsolute�0.30
�Fig. 2�a��. However, for cases with near equal mole fractions, the
model predicted separation with up to 20% error from the experi-
mental values. Figure 2�b� demonstrates that the model predicts
accurate gas phase separation over a wide range of thermal con-

ditions. Experimental and model agreement is very good at low
temperature ratios, and error increases slightly with larger tem-
perature gradients and solute fractions.

Due to the nature of the SWNT deposition process being mod-
eled, with the H2 carrier species making up 80–99% of the reactor
feed stream and the low concentrations of the pyrolytic radicals
being formed, it is reasonable to consider the system binary with
regards to each species and H2. In each of these trials, the low
solute fraction criterion is met and the reactor temperature ratio
TH /TC is within the validated range �between 1.75 and 2.1 in the
cases presented below�. Therefore, the complete first-order formu-
lation of �T will provide sufficient accuracy to analyze the im-
pacts of thermodiffusion on SWNT growth �26�.

3.2 Impacts on Nanotube Growth and Deposition Regime.
The reactor Reynolds number remained below unity for every
trial, and the Prandtl number of the flow varied �with composition
and reactor wall temperature� from 0.689 to 0.776. These calcu-
lations indicate a small ��3%� thermal entry length. However, a
temperature gradient exists for much of the reactor length, due to
endothermic-volumetric reactions, driving thermal diffusion.

Using an order of magnitude analysis, an initial estimation of
the relative importance of thermal diffusion was determined. Be-
ginning with the species conservation equation, Eq. �4�, Hitchman
�5� stated that thermodiffusion could be neglected if Eq. �6� is true

− ln�Tinlet

Twall
� 	

Sc

Pr · �T
�6�

The ratio of the Schmidt �Sc� to Prandtl number �Pr� is equiva-
lent to the ratio of �energetic� thermal diffusivity to mass diffusiv-
ity. By multiplying the denominator by the thermal diffusion fac-
tor, this term effectively becomes the ratio of the thermal
diffusivity of energy to the thermal diffusivity of mass. In all cases
presented in this study, 0.580
−ln�Tinlet /Twall�
0.738 and
1.778
Sc / �Pr·�T�
2.443, thus, Eq. �6� is not satisfied, suggest-
ing that thermodiffusion may impact SWNT deposition.

A comparison of predicted SWNT growth rates �averaged along
the reactor length�, with and without thermodiffusion, is presented
in Fig. 3. In these trials, the reactor length was 0.3 m and the
diameter was 0.02 m. Inlet gases enter at 1 atm and 573 K, having
a parabolic laminar velocity profile averaged at 2.227 mm/s.
Nanoparticle density was 1�1013 particles /m2 with an active
site density of 500 sites/particle �14�. Deposition, as a function of

Fig. 1 Schematic of horizontal tube flow chemical vapor depo-
sition reactor for carbon nanotube synthesis

Fig. 2 Percent separation of a binary mixture of H2 and N2 „a…
as a function of initial mole fraction when TC=284 K and
log10„TH /TC…=0.2; „b… presents separation percentage for three
mixtures as a function of temperature ratio. In both plots, the
data points represent experimental data reported by Ibbs †25‡
and the curves represent diffusion model predictions.
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the reactor wall temperature and inlet concentrations, was studied
to examine the change in growth predictions as a result of ther-
mophoretic motion. At low temperatures, thermodiffusion in-
creased the rate of SWNT growth by as much as 20% �dependent
on reactor inlet conditions�. However, as the reactor temperature
increases, thermophoretic motion causes reductions in the pre-
dicted growth rate by over 7%.

Analysis of diffusive flux within the reactor volume demon-
strates that hydrogen species exhibit negative thermal diffusion
�diffusion against the temperature gradient�, while hydrocarbon
species display positive thermophoretic behavior. This causes the
hydrogen species to aggregate near the heated deposition surface
while simultaneously causing lower near surface concentrations of
hydrocarbons.

For the parameter space studied, the reaction Damköhler num-
ber never exceeds 0.0512, indicating that the reaction remains
kinetically limited and that the deposition regimes described in
Ref. �14� apply. Within the hydrogen abstraction regime �low
deposition temperatures and high inlet �CH4��, volumetric H1
�atomic hydrogen� is the limiting reactant; thermophoretic flux
drives the reaction faster. However, transition to the hydrocarbon
adsorption regime �temperature where there is zero change in Fig.
3 when the limiting reactant becomes volumetric CH3� shifts to a
lower temperature when thermophoretic flux is incorporated. This
behavior results in lower deposition rates throughout this regime.

The surface chemistry demonstrates a complex behavior in re-
sponse to thermal diffusion. Figure 4 presents the % surface cov-
erage �averaged along the reactor length� for four surface bound
species �CH3, CH2, C, and H1�, calculated without consideration
of the thermal diffusion �solid lines, left y-axis�. The dotted line
�right y-axis� is the percent change in surface coverage observed
when DT is incorporated in the model.

Over the entire temperature range, concentrations of surface
bound H1 are significantly higher �15–40%� for cases considering
thermodiffusion. This is expected as higher concentrations of gas
phase H1 are observed near the surface, and fewer hydrocarbons
are available to bind active sites. Surface bound CH2 and C also
behave as predicted. Thermophoretic motion causes these species
to have larger surface concentrations �as much as 10% and 20%
respectively� at low temperatures, corresponding to increased hy-
drogen abstraction and growth rates. As the reactor temperature
nears the transition point, the percent change declines and be-
comes negative.

Surface concentrations of CH3, on the other hand, do not be-
have as expected. At low temperatures, thermal diffusion induces
a small drop in CH3-bound active sites. This results from reduced
concentrations of gas phase CH3 near the surface and increased

rates of hydrogen abstraction, driving higher SWNT growth rates.
While this change is very small, CH3 is the primary surface spe-
cies �27�, so small changes significantly increase active sites avail-
able for other chemical species. However, at temperatures above
the transition point, CH3 shows a slight increase in surface cov-
erage. This is contrary to the prediction that reduction in gas phase
CH3 concentrations would cause lower concentrations of the sur-
face bound species.

Investigation of the heterogeneous reactions occurring within
the reactor suggests that higher concentrations of H2, coupled with
less CH3 near the surface, causes a relative increase in activation
of the hydrocarbon desorption and addition pathways. Compari-
son of cases that were run with and without thermodiffusion
shows that the ratio of hydrocarbon adsorption to desorption de-
clines by 16% for deposition at 1198 K with 20% methane. The
result of this new equilibrium condition is that the surface CH3
coverage increases slightly, but the rate of abstraction decreases,
reducing SWNT growth.

4 Conclusions
The Chapman–Enskog molecular theory was used in a reactor-

scale model, employing coupled conservation equations with de-
tailed gas phase and surface reaction mechanisms to predict ther-
mophoretic flux during deposition of SWNTs. Diffusion model
predictions adequately matched mixture separation experiments
previously published in the literature over a wide range of tem-
peratures and molecular weight ratios. Due to the approximately
binary nature of this system, The Chapman–Enskog molecular
theory �Eq. �5�� is sufficient to describe thermodiffusion in a CVD
reactor with gas flow comprised predominantly of one carrier gas
�i.e., xsolvent�0.7�, one precursor gas, and several dilute species.

Analysis of the effects of thermodiffusion within the CVD re-
actor demonstrated that the temperature gradient driven motion
can have large impacts on predicted SWNT growth rates. The
degree of impact is heavily dependent on the limiting reaction.
Growth rates increased by as much as 20% when the deposition
limiting process was dependent on surface reactions with volu-
metric H1, and decreased by over 7% when the limiting reaction
was CH3 adsorption. Therefore, thermodiffusion should be con-
sidered when studying a SWNT deposition reactor.

Fig. 3 Percent change in predicted carbon nanotube growth
rate „averaged along the reactor length… when the thermo-
phoretic effect is incorporated in the model

Fig. 4 Percent surface coverage „averaged along reactor
length… for a surface bound species as a function of the reactor
wall temperature „left-axis…. The right y-axis presents the per-
cent change in the surface coverage when thermal diffusion is
considered. All data are for carbon nanotube deposition with
20% methane.
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Nomenclature
C 
 molar concentration �mol /m3�

Cp 
 specific heat at constant pressure �J /kg K�
D 
 binary diffusion coefficient �m2 /s�
Ð 
 multicomponent diffusion coefficient �m2 /s�

DT 
 thermal diffusion coefficient �Pa s�
h 
 enthalpy �J/kg�
j 
 mass flux �kg /m2 s�
k 
 thermal conductivity �W /m K�

kT 
 thermal diffusion ratio
M 
 molar mass �kg/kmol�
p 
 pressure �Pa�
Q 
 volumetric heat generation �W /m3�
R 
 rate of production �mol /m3 s or mol /m2 s�
T 
 absolute temperature �K�
u 
 velocity �m/s�
x 
 mole fraction

Greek Letters
�T 
 thermal diffusion factor

� 
 Lennard-Jones potential well depth �J�
� 
 dynamic viscosity �Pa s�
� 
 density �kg /m3�
� 
 Lennard-Jones collision diameter �Å�
� 
 mass fraction

Subscripts/Superscripts
i, j, k 
 species

T 
 thermal property coefficient
� 
 reduced �dimensionless� value
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Convection in a Sector Duct Filled With
a Porous Medium
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The fully developed viscous flow through a sector duct filled with
a porous medium is studied. The Darcy–Brinkman and energy
equations are solved analytically by series expansions in Bessel
functions of the first kind. The problem is governed by a porous
medium parameter s, which is proportional to the inverse square
root of the permeability. For large s there exists a boundary layer
on the walls, and the resistance increases greatly. The Nusselt
number for the H1 heat transfer problem also increases. If the
apex angle is acute, the local velocity and heat transfer are very
low. If the apex angle is obtuse, the local shear and heat transfer
are large. Tables for the friction factor-Reynolds number products
and Nusselt numbers are determined for various s and apex
angles. �DOI: 10.1115/1.4001102�

Keywords: Darcy–Brinkman, porous, sector duct, fully developed
flow, heat transfer

1 Introduction
The study of convection in porous media is important in many

practical situations including ground water movement, packed bed
reactors, thermal insulation, oil and gas recovery, etc. �1,2�. Ana-
lytical solution for fully developed flow and heat transfer in a
parallel plate channel was first solved by Kaviany �3� and Na-
kayama et al. �4�. Circular and annular ducts were first solved by
Poulikakos and Kazmierczak �5�, and Parang and Keyhani �6�.
More difficult two dimensional problems are governed by partial
differential equations. Haji-Sheikh �7�, and Hooman and Merrikh
�8� used infinite series to study the flow in a rectangular duct.
Recently Wang �9� used a mixture of coordinates to analyze the
flow through a semicircular duct.

The aim of the present paper is to present a rare analytic solu-
tion, i.e., forced flow through a circular sector duct. Sector ducts
model ducts covering the corner edges or circular ducts with in-
ternal longitudinal fins. The study will also shed light on the flow
and heat transfer characteristics near narrow crevices and sharp
fins. The results will be compared with the semicircular duct as a
special case.

2 Formulation
Figure 1 shows the cross section of a sector duct, where the

radius is L and the opening apex angle is 2�. The cylindrical
coordinates �r� ,�� are placed at the vertex, with �=0 being the
symmetry line. For parallel flow, the Darcy–Brinkman equation is
reduced to

�e�
2w� −

�

K
w� = − G �1�

where �e is the effective viscosity of the matrix, w��r� ,�� is the
locally averaged velocity in the longitudinal z�-direction, � is the
viscosity of the fluid, K is the permeability, and G=−px is the
constant applied pressure gradient. Normalizing the lengths by L
and velocities by W=GL2 /�e and dropping the primes, Eq. �1�
becomes

�2w − s2w = − 1 �2�

where s=L�� /�eK is the porous medium parameter. The bound-
ary condition is that w=0 on the walls of the duct. If s=0 Eq. �2�
reduces to the pure viscous flow limit. If s→� and w�s−2, then
Eq. �2� becomes the Darcy equation. Let A=� be the cross sec-
tional area �normalized by L2� and P=2�1+�� be its normalized
perimeter. The average velocity is then

V =
2

�
�

0

��
0

1

wrdrd� �3�

Define a hydraulic diameter Dh=4AL / P=2�L / �1+��. The fric-
tion factor-Reynolds number product is

f Re =
GDh

2

2�eVW
=

2�2

�1 + ��2V
�4�

For constant heat flux q on the boundary, or the H1 problem, a
heat balance on an elemental segment of the duct gives

VW
�T�

�z
=

qP

�cpA
�5�

where T� is the temperature, � is the density, and cp is the specific
heat of the fluid. The energy equation is

k

�cpL
2�2T� =

wW

L

�T�

�z
�6�

For the H1 problem, the walls are highly conductive along the
perimeter �10�. The temperature can be expressed as a combina-
tion of surface temperature Ts

��z� and its deviation in the interior

T��r,�,z� = Ts
��z� +

qLP

kVA
��r,�� �7�

where k is the thermal conductivity and � is a nondimensional
temperature function, which is zero on the walls. Since

�T�

�z
=

dTs
�

dz
�8�

Equations �5�–�7� yield

�2� = w �9�

After � is obtained, the mean temperature is

Tm
��z� =

2

VA�0

��
0

1

wT�rdrd� = Ts
��z� +

2qLP

kA2V2S �10�

where

S =�
0

��
0

1

w�rdrd� �11�

Using Eq. �11� the Nusselt number is

Nu =
qDh

�Ts
� − Tm

��k
=

�3V2

2�1 + ��2�S�
�12�

3 The Solution
First we solve for the flow field. Let
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w = 	
n=1

�

an cos��n��fn�r� �13�

where �n= �n−1 /2�� /� and w satisfies the no-slip on the flat
sides. The coefficient an is from the expansion of unity in a Fou-
rier series

1 = 	
n=1

�

an cos��n��, an =
4�− 1�n+1

�2n − 1��
�14�

Equation �2� reduces to the ordinary differential equation

fn��r� +
1

r
fn� −

�n
2

r2 fn − s2fn = − 1 �15�

The homogeneous solution to Eq. �15� is in terms of modified
Bessel functions I��sr� and K��sr�, which have neither zeros nor
orthogonality properties for real arguments.

Let us instead expand fn in terms of Bessel functions of the first
kind

fn = 	
i=1

�

AniJ�n
�lnir� �16�

where li are the zeros of J�n
�li�=0. Now w satisfies the no-slip

conditions on all walls. Using Bessel’s equation, Eq. �15� becomes

	
i=1

�

Ani�s2 + lni
2 �J�n

�lnir� = − 1 �17�

Multiplying Eq. �17� by rJ��lnir� and integrating from 0 to 1, the
orthogonality conditions then yield

Ani =
− 2Fni

�s2 + lni
2 �J�n−1�lni�J�n+1�lni�

�18�

where

Fni =�
0

1

rJ�n
�lnir�dr �19�

is an important integral discussed in the Appendix. The solution
for the velocity is thus

w = 	
n

	
i

anAni cos��n��J�n
�lnir� �20�

The total flow rate is simply

Q = �V = 2�
0

��
0

1

wrdrd� = 	
n

	
i

2�− 1�n+1

�n
anAniFni �21�

For the heat transfer problem, Eqs. �2� and �9� give

�2� =
1

s2 ��2w + 1� �22�

Using Eqs. �14� and �22� gives

�2�� − w/s2� = 	
n

an cos��n��/s2 �23�

Let

� − w/s2 = 	
n

an cos��n��gn�r�/s2 �24�

Since both � and w are zero on r=1, we find

gn�r� =
1

�4 − �n
2�

�r2 − r�n� �25�

provided that �n�2 or ��� /4, 3� /4. If �n=2, then the solution
is gn=r2 ln r /4. Thus, the temperature field is

� =
1

s2
w + 	
n

an cos��n��gn�r�� =
1

s2	
n

an cos��n���fn�r�

+ gn�r�� �26�
Equation �11� gives

S =�
0

1�
0

�

w�d�rdr =
�

2s2	
n

an
2�

0

1

fn�fn + gn�rdr �27�

But gn can be expanded as

gn = 	
i

BniJ�n
�lnir�, Bni =

− 2Cni

J�n−1�lni�J�n+1�lni�
�28�

where

Cni =�
0

1

gn�r�J�n
�lnir�rdr �29�

is tabulated in the Appendix. Using orthogonality and Eqs. �16�
and �28�, Eq. �27� becomes

S =
�

2s2	
n

	
i

an
2Ani�Cni − J�n−1�lni�J�n+1�lni�Ani/2� �30�

Then Eqs. �4� and �21� give f Re, and Eqs. �12� and �A1� give the
Nusselt number. Usually, taking 30 terms in the series is adequate
for four figure accuracy.

4 Results and Discussions
Table 1 shows the computed results using our formulas.
These results compare well with those of the semicircular duct

obtained by a completely different method �9� �for �=� /2�,
where the results are 16.78 �4.115�, 39.95 �4.592�, and 106 �5.280�
for s=1, 5, and 10, respectively. On the other hand, our formulas
are singular in the pure viscous flow limit, where s=0. Without
going through the necessary asymptotic expansions for small s,
we note in Ref. �9� that the error of f Re and Nu for small s is of
order s2, and we can compare our s=0.1 results with the s=0
results with about 1% error. From Refs. �11,12,10� we find that the
pure viscous flow �s=0� through a sector duct is 14.171 �3.479�,
15.200 �3.906�, and 15.767 �4.089� for �=� /6, � /3, and � /2,
respectively. �For a semicircular duct, a closed form solution for
pure viscous flow is given in Ref. �9�.� These confirm our values.
From Table 1 we conclude that as the porous media factor

Fig. 1 Cross section of the sector duct
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increases, Nu increases slightly but f Re increases greatly. As the
apex angle increases, both f Re and Nu increase slightly.

Typical velocity and temperature distributions for low s are
almost parabolic, contained by the sector boundary, as those of

pure viscous flow. The results are different for large s. The veloc-
ity rises sharply in a boundary layer near the wall, and is almost
flat in the interior �Fig. 2�a��. The temperature profile, however,
does not show such boundary layer character �Fig. 2�b��. This is
probably the reason for the sharp rise in f Re but not Nu as s is
increased.

Let us consider the singularity near the apex �origin�. For r
much smaller than 1 /s, Eq. �2� reduces to the Laplace equation.
The solution for w, which is bounded at the origin, is proportional
to r	 cos�	�� �	
0�. In order to satisfy no-slip on the straight
walls, 	= �n−1 /2�� /�. The lowest �dominant� term is n=1 or
w�r�/�2�� cos��� / �2���. This shows w is zero at the apex. Form
the velocity the shear stress is found to be proportional to
r�/�2��−1, which is zero at the apex if ��� /2, and is singular if
��� /2. Thus for an acute angle the velocity is very low near the
apex �both velocity and shear are near zero there�. For an obtuse
angle �as in Fig. 2�a�� infinite shear occur near the origin. Similar
analysis shows that the temperature has the same characteristics.
Thus the addition of fins has definite advantages in terms of heat
and mass transfer.

Table 1 f Re and Nu „in parenthesis… for various porous media parameters s and half vertex
angles �

�

s

0.1 1 2.5 5 7.5 10

� /6 14.173�3.477� 14.499�3.485� 16.215�3.529� 22.216�3.668� 31.883�3.859� 44.939�4.069�
� /4 14.773�3.743� 15.300�3.756� 18.065�3.821� 27.673�4.021� 43.037�4.276� 63.710�4.536�
� /3 15.207�3.904� 15.914�3.923� 19.620�4.011� 32.419�4.267� 52.794�4.569� 80.208�4.858�
� /2 15.777�4.088� 16.779�4.115� 22.014�4.245� 39.942�4.590� 68.349�4.954� 106.59�5.276�
3� /4 16.242�4.218� 17.561�4.256� 24.418�4.436� 47.730�4.865� 84.570�5.277� 134.24�5.619�

� 16.486�4.285� 18.022�4.333� 25.990�4.544� 52.968�5.022� 95.570�5.457� 153.00�5.814�

Fig. 2 The case when s=10 and �=�: „a… constant velocity
lines �w=0.002; „b… constant temperature lines ��=−0.00025

Table 2 The integral Fni

i

�n

0 1 2 3 5 10 20 50

1 0.2159 0.1795 0.1520 0.1319 0.1048 0.0702 0.0431 0.0205
2 
0.0616 
0.0233 
0.0058 0.0034 0.0119 0.0165 0.0148 0.0093
3 0.0314 0.0344 0.0354 0.0354 0.0342 0.0297 0.0228 0.0135
4 
0.0197 
0.0108 
0.0051 
0.0011 0.0037 0.0084 0.0096 0.0075
5 0.0138 0.0157 0.0168 0.0175 0.0180 0.0176 0.0153 0.0104
6 
0.0104 
0.0066 
0.0038 
0.0017 0.0013 0.0049 0.0068 0.0061
7 0.0082 0.0093 0.0101 0.0107 0.0114 0.0119 0.0112 0.0084
8 
0.0066 
0.0046 
0.0029 
0.0016 0.0004 0.0032 0.0050 0.0051
9 0.0055 0.0063 0.0069 0.0073 0.0080 0.0087 0.0087 0.0071
10 
0.0047 
0.0034 
0.0023 
0.0014 0.0000 0.0022 0.0039 0.0044

Table 3 The integral Cni

i

�n

0 1 2 5 10 20

1 
0.03733 
0.01223 
0.00576 
0.00136 
0.00033 
0.00007
2 0.00202 0.00047 0.00008 
0.00008 
0.00005 
0.00002
3 
0.00042 
0.00033 
0.00026 
0.00014 
0.00006 
0.00002
4 0.00042 0.00006 0.00002 
0.00001 
0.00001 
0.00001
5 
0.00006 
0.00006 
0.00005 
0.00004 
0.00002 
0.00001
6 0.00003 0.00002 0.00001 
0.00000 
0.00000 
0.00000
7 
0.00002 
0.00002 
0.00002 
0.00001 
0.00001 
0.00000
8 0.00001 0.00001 0.00000 
0.00000 
0.00000 
0.00000
9 
0.00001 
0.00001 
0.00001 
0.00001 
0.00000 
0.00000
10 0.00001 0.00000 0.00000 
0.00000 
0.00000 
0.00000
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In conclusion, a rare analytic solution for the porous media flow
in a sector duct is presented. The solution not only describes the
fundamental transport processes but also serves as a benchmark
for numerical solutions for more complicated situations.

Appendix
The integrals Fni and Cni can be expressed in terms of a sum.

These integrals are of the form �13�

�
0

1

r�J��lr�dr

=

�
� + � + 1

2
�

l�
� − � + 1

2
�	k=0

� �� + 2k + 1��
� − � + 1

2
+ k�

�
� + � + 3

2
+ k� J�+2k+1�l�

�A1�

and can be evaluated using the sum. However, it is much easier to
integrate Fni and Cni numerically by quadratures. They are tabu-
lated as follows �see Tables 2 and 3�. For given � and n, the value
of �n is found, and Fni and Cni are interpolated.

We see that both Fni and Cni decrease to zero as �n or i be-
comes large.
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Determination of transient surface heat flux from the temperature
data is one of the traditional techniques applied in many engi-
neering applications. With respect to high speed flight experi-
ments, the time scale of measured temperature data is usually very
small ��ms�. So, one-dimensional heat conduction analysis is ex-
pensively used to infer surface heating rates on the body. For an
analytical modeling, it is necessary to obtain a closed form solu-
tion from experimentally measured temperature data. In this pa-
per, a temperature data obtained from a nickel film sensor during
a supersonic flight test is considered for analysis. Three different
curve fitting techniques are used to recover the temperature his-
tory of real time flight, namely, piecewise linear fit, polynomial
fitting, and cubic-spline method. A one-dimensional transient heat
transfer modeling is used to infer surface heating rates from the
closed form temperature solutions. Results obtained from these
analysis are compared and it is seen that peak surface heat flux
values match very closely for polynomial and cubic-spline fitting
of temperature data. But, the piecewise linear fit of temperature
data underpredicts the peak surface heat flux value by four times
from its counterparts. �DOI: 10.1115/1.4001128�

Keywords: surface heat flux, semi-infinite analysis, thin film
approximation, inverse analysis

1 Introduction
Transient heat transfer phenomena plays an important role in

many industrial and environmental problems. As a matter of fact,
there is no direct method by which the heating rates can be mea-
sured during a process. Rather, transient temperatures are obtained
by various types of temperature sensors, and then, heating rates
are predicted from temperature data. In the open literatures, vari-
ous temperature measurement techniques, such as thermocouples,
liquid crystal gauges, infrared thermography, etc., have been dis-
cussed. Most of these measurements are performed on turbine
blades/rotors in wind tunnels/blow down facilities to study wake
interactions, growth of boundary layers, and turbulent intensities
�1–5�.

With respect to the high speed flow environment, convective
surface heat transfer measurements play a vital role to infer vari-
ous controlling parameters. The major applications include the
design of a thermal protection system for aerodynamic surfaces
�6–9� and the study of boundary layer transition �10,11�. For high
speed flights, the most popular method of surface temperature
measurements is the film type metal resistances �called as sensing

element� mounted on the insulating surfaces �i.e., substrate�. The
sensing element is usually platinum/nickel, and the substrate ma-
terial is MACOR/quartz �12�. In order to infer the surface heating
rates from the temperature data, a one-dimensional heat conduc-
tion model is widely used mainly because of the fact that the time
scale of the measurement of the experimental signal is very small
��few milliseconds�.

The time-dependent analysis of temperature is based on the fact
that the sensor made out of conducting material �medium 1� is
mounted on an insulating surface �medium 2�, as shown in Fig. 1.
The basic one-dimensional equations solved for the case of step
function input of heat transfer are given by �12�

�2T1

�x2 = ��1c1

k1
� �T1

�t
�1�

�2T2

�x2 = ��2c2

k2
� �T2

�t
�2�

where the temperature �T� is measured along the depth �x� of the
substrate. Surfaces 1 and 2 refer to the thermal sensor and backing
material �substrate�, respectively, as shown in Fig. 1. If the surface
heat transfer is q̇S�t�, then

− k1
�T1

�x
= q̇S at x = 0 �3�

The reduction in surface heating rates from the temperature
data is based on a semi-infinite/thin film concept and thick film
approximation/inverse heat conduction analysis �13�. In most of
the previous works �7–9�, the surface heating rates were inferred
from the transient temperature data measured during a short time
scale ��few milliseconds�. The analysis was mainly based on a
one-dimensional heat conduction model with semi-infinite prin-
ciple because the effect of lateral conduction and heat penetration
into the surface becomes insignificant during a short time period.
When the time scale of the temperature measurement becomes
higher, the thickness of the sensing element needs to be consid-
ered. The present work is aimed in analyzing the transient tem-
perature data to infer surface heating rates for a supersonic flight
data �14,15�. The temperature data were recorded for 10 s from a
nickel film sensor �1 �m thick� mounted on a cylindrical quartz
substrate �2 mm in diameter and 4 mm in length�. The temperature
and Mach number history for the flight experiment is shown in
Figs. 2�a� and 2�b�. As seen from this figure, the flight reaches
supersonic speeds at 0.566 s after initial firing, and remains at
supersonic speeds till 10 s. With the gauge-substrate �nickel-
quartz� system, surface heating rates are predicted with semi-
infinite/thin film analysis and thick film approximation for a one-
dimensional model. Then, the inferred surface heating rates
obtained from various methods are compared with respect to base-
line heat transfer modelling �i.e., semi-infinite principle�. For all
the methods, the experimental temperature data are discretized for
developing analytical schemes for heat transfer analysis.

2 Semi-Infinite and Thin-Film Gauges Analysis
Heat transfer data can be inferred from the temperature mea-

surements by modeling the substrate as a semi-infinite one-
dimensional medium �Fig. 3�a��. However, the assumption holds
good only for short time scales, low thermal conductivity of the
substrate, high thermal diffusivity, and deep substrates �16,17�.
Again, the medium can be considered semi-infinite, as the thermal
penetration distance during experimental run-times is small com-
pared with the linear dimension of the gauge. The system shown
in Fig. 3�a�, can be modeled in the form of a strip, in which the
surfaces are well-insulated from surroundings, and the heat flow is
possible only in one direction �i.e., along the depth of substrate�.
There is no lateral heat conduction through the substrate, and that
heat is conducted only in the direction normal to the surface.
Thus, the temperature rise of the substrate at the infinity is zero.
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In the thin film gauge analysis, it is assumed that the thickness
of the film is very small and the rise in rear surface temperature of
the film is equal to the rate of rise in mean temperatures �Fig.
3�b��. Also, the substrate material is a perfect insulator, i.e., no
heat losses at the back surface of the film.

The physical model applied to both methods assumes the fact
that the sensor is mounted on a semi-infinite substrate composed
of different materials. The instantaneous temperature T2�t� is mea-
sured at x=L, and it is desired to calculate the surface temperature
and heat flux at x=0. For the semi-infinite body extending from
x=L to x→�, the conditions at both the boundaries are known,

i.e., x=L, T2=T2�L�, ��T2 /�x�=0, and x→�; T2=T0. When the
thermal properties of the substrate are constant and the time-
dependent solution of surface heating rates is given by the convo-
lution integral �12�

qL�t� =��2c2k2

� 	T�t�
�t

+
1

2

0

t
T�t� − T���

�t − ��
d�� �4�

For the quartz substrate, the density, specific heat, and thermal
conductivity are taken as �2=2200 kg /m3; c2=670 J /kg K; k2
=1.4 W /m K. Since, the thickness of the film is very small and
the same heat flux must leave the substrate, the surface heat flux at
x=0 can be taken as qL�t�=qS�t�. Equation �4� is the most conve-
nient form of temperature data analysis when the heat transfer rate
is not constant. However, there is a singularity in the integral term
at t=� that introduces errors in heat flux estimation. The errors are
larger when the experimental time scale is small. In many practi-
cal cases, the function T��� cannot be described by a simple ex-
pression. So, it is necessary to perform numerical integration by
discretizing temperature data.

If the interface temperature between successive times is as-
sumed to vary linearly with time, then the piecewise linear func-
tion can be assumed for temperature data �12,16�

�T2���
linear = T2�ti−1� +
T2�ti� − T2�ti−1�

�t
�� − ti−1�

where � = ti = i�t/n� = i�t; i = 0,1,2, . . . ,n �5�

The simplified expression for Eq. �4� is given by

Fig. 1 Schematic representation of one-dimensional heat con-
duction model

Fig. 2 Supersonic flight data: „a… Mach number history; „b… temperature history

Fig. 3 One-dimensional heat conduction analysis: „a… semi-infinite body, „b… thin film approximation, and „c… inverse
analysis
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�qL�t�
linear = 2��2c2k2

� �
i=1

n
T2�ti� − T2�ti−1�

�tn − ti�1/2 − �tn − ti−1�1/2 �6�

Polynomial regression data fitting techniques can also be ap-
plied for transient surface temperature response given by the ex-
pression

�T2�t�
poly = A0 + A1t + A2t
2 + A3t

3 + A4t
4 + . . . + Amtm = �

i=0

m

Ait
i

�7�
The corresponding surface heat flux obtained from Eq. �4� is
given by the following expression �13�:

�qL�t�
poly = 2��2c2k2

�
�	A1

�t + �
i=2

m

iAit
�2i−1�/2�	1 + �i

− 1�!�
n=1

i−1
�− 1�n

�2n + 1�n!�i − 1 − n�!�� �8�

With regression analysis and matrix inversion technique, the co-
efficients A0, A1, A2 , . . . ,Am for Eq. �8� can be obtained �18�. The
present analysis deals with a 5-deg polynomial fitting for surface
temperature and heat flux.

The polynomial fitting of temperature data allows the calcula-
tion of high-order derivatives, but may not reproduce real data
points, especially when the time spread of the fitted data is large
�13�. Another technique to fit the experimental temperature data is
given by the cubic-spline method, and the mathematical expres-
sion is given by

�T2���
spline = a1,i + a2,i�� − �i� +
1

2
a3,i�� − �i�2 +

1

6
a4,i�� − �i�3

�for �i � � � �i+1,i = 1,2, . . . ,M� �9�
The constants appearing in this can be determined by the follow-
ing expressions:

a1,i = T2��i�; a2,i = T2���i�; a3,i = T2���i�;a4,i = T2���i� �10�

The surface heat flux is then estimated for M =1,2 , . . . �J−1� as

�qL�t�
spline = 	2��2c2k2

� �
i=1

M−1 �Vi�Pi
1/2 − Ri

1/2� −
Wi

3
�Pi

3/2 − Ri
3/2�

+
a4,i

10
�Pi

5/2 − Ri
5/2�� + 2��2c2k2

�
�VMPM

1/2 −
WM

3
PM

3/2

+
a4,M

10
PM

5/2�� �11�

where

Pi = �M+1 − �i; Ri = �M+1 − �i+1;

Fi = a1,i + a2,iPi +
a3,i

2
Pi

2 +
a4,i

6
Pi

3

Vi =
dFi

d�M+1
; Wi =

d2Fi

d�M+1
2 �12�

3 Inverse Heat Conduction Analysis
The estimation of the surface heat flux becomes more complex

when the heat is transferred to the substrate during the experimen-
tal time scale of measurement. If the heat received by the sensor
from the mainstream flows is largely stored within the gauge
while a small portion is transferred to the substrate �as shown in
Fig. 3�c��, then such problems can be addressed by inverse analy-

sis by considering the thickness of the sensor into consideration.
Thus, the interface temperature of the gauge-substrate system can
be different from that of the temperature history measured at the
surface of the sensor. This approach is similar to that of the semi-
infinite/thin film analysis discussed in Sec. 2. First, the transient
heating rates corresponding to the interface temperature history is
determined, followed by the unknown surface heating flux that
causes temperature change on the gauge surface. Thus, after mea-
suring the interface heat flux �q̇L� from the interface temperature
at x=L, the surface temperature and heat flux are then determined
as

Ts = T1�0,t�; qS�0,t� = − k1� �T1�0,t�
�x

�
x=0

�13�

Taler �13� proposed the inverse solution of surface temperature
and heat flux, that is

T1�x,t� = T2�t� + 	�
n=1

�
1

�2n�!
�L − x�

�1
n

dnT2

dtn � + �L − x

k1
�	qL�t�

+ �
n=1

�
1

�2n + 1�!
�L − x�2n

�1
n

dnqL

dtn � �14�

and

qs�t� = − k1 � T1/�x�x=0 = qL�t� + 	k1�
n=1

�
L2n−1

�2n − 1�!
1

�1
n

dnT2

dtn �
+ 	�

n=1

�
L2n

�2n�!
dnqL

dtn
1

�1
n� �15�

where TL�t� is approximated by a third order spline given by Eq.
�9� and �1=k1 /�1c1. For the nickel film senor, the properties are
�1=8900 kg /m3; c1=444 J /kg K; k1=90.7 W /m K. The solu-
tions are obtained by truncating Eqs. �14� and �15� to second order
derivatives.

4 Results and Discussion
The temperature data �Fig. 2�b�� obtained from the flight test

are analyzed to infer one-dimensional surface heating rates by the
analytical heat transfer modeling techniques discussed in Secs. 2
and 3. First, the temperature data are discretized by various curve
fitting techniques: piecewise linear fit �Eq. �5��, polynomial fitting
�Eq. �7��, and cubic-spline method �Eq. �9��. The transient tem-
perature distributions obtained from various techniques are com-
pared with the experimental temperature history �Fig. 4�. The re-

Fig. 4 Comparison of temperature history
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sults show a very good recovery of analytical distribution of
transient temperature data. The one-dimensional surface heating
rates predicted by various methods are shown in Fig. 5. It is seen
that the surface heating rates predicted by the polynomial and
cubic-spline fitting of temperature data shows a good match,
whereas the piecewise linear fitting of temperature data underpre-
dicts the surface heat transfer values. The peak surface heat flux is
almost four times lower in the case of the piecewise linear fit of
temperature data. However, when the results are plotted for 1 s
�Fig. 5�b��, it is observed that there is a very good match during
the first 0.3 s of the surface heat flux values, for all the analytical
temperature distributions discussed above. Thus, it is evident that
when the experimental time scale is very small, the piecewise
linear fitting of temperature data is a very good approximation
because it reduces the computational time with the same accuracy
in the analysis. In most of the reported literatures �7–9�, this
method is widely used to determine the surface heat flux on aero-
dynamic surface experiencing hypersonic flows. Such types of
flows are experienced by the aerodynamic model for a very short
duration ��few milliseconds�.

When the surface heat flux values are plotted beyond 0.3 s �Fig.
5�b��, there is an increasing trend for the temperature data of the
cubic-spline and polynomial fitting of temperature data. Since the
polynomial fitting of temperature data does not reproduce the real
data points exactly, the trend of the surface heat flux is slightly

different. The trend of the surface heat flux distribution predicted
by the cubic-spline fit of temperature data matches closely with
the experimental temperature distribution. So, the third order
cubic-spline temperature distribution is a very good approxima-
tion for estimating a one-dimensional surface heat flux for longer
duration experimental data.

The effect of the sensor thickness is studied by considering the
thin film approximation and inverse approach to infer the surface
heating rates from the transient temperature data. In both methods,
the cubic-spline method is used to discretize the temperature data.
With thin film approximation, the surface heat flux is measured by
using Eq. �11�. In case of inverse analysis, the thickness of the
sensor was considered in the analysis �Eq. �15��. The results are
plotted in Fig. 6 and it is seen that both the results match very
closely. In the present analysis, the thickness of the sensing ele-
ment �nickel� was 1 �m, which is very small, compared with that
of the substrate �quartz of 4 mm thick�. Thus, the effect of the
sensor thickness on surface heating rates was not felt even at 1 s
time scale.

5 Conclusions
A one-dimensional heat conduction model is used to infer tran-

sient surface heat flux from the temperature history. The experi-
mental temperature data is obtained from the nickel film sensor

Fig. 5 Comparison of transient surface heat flux: „a… time scale=10 s; „b… time scale=1 s

Fig. 6 Inverse analysis and thin film approach for transient surface heat flux: „a… time scale=10 s; „b…
time scale=1 s
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for a supersonic flight test. Curve fitting techniques are used to
recover the actual experimental signal, and the comparison shows
a very good agreement. The temperature data obtained from vari-
ous techniques are used in one-dimensional heat conduction mod-
eling, and transient surface heat fluxes are predicted. It is seen that
during a small experimental time scale �0.3 s�, piecewise linear
fitting of temperature data predicts surface heat flux values with
reasonable accuracy and it also reduces the computational time.
However, for a longer duration, the third order cubic-spline
method can be a better approximation since it reproduces the ex-
perimental data points more closely compared with polynomial
fitting of temperature data. Since the thickness of the nickel film
�sensor� is very small compared with that of quartz �substrate�, its
effect was insignificant, and both the thin film approximation and
inverse heat conduction results matched more closely.
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Nomenclature
c 	 specific heat �J /kg K�
k 	 thermal conductivity �W /m K�
q 	 heat flux �kW /m2�
t 	 time �s�
L 	 length of sensor ��m�
T 	 temperature �°C�
x 	 distance along the depth of substrate �mm�

Symbols
� 	 density �kg /m3�
� 	 dummy time variable

Subscripts
S 	 surface
0 	 ambient conditions
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